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PREFACE

As an installation manager of a Burroughs 3500 1 erncountered

many problems concerning its performance. These problems ranged

from customers complaining about slow turnaround time to the

impact of having to add additional workload on a seemingly over-

loaded system. In dealing with these problems, I learned first

hand the importance and difficulties of a computer performance

evaluation (CPE). The major difficulties I encountered with CPE

were when should I start a performance evaluation, what areas I

should study, what CPE tool or techniques to select, and finally,

how do I organize the effort. As a manager I felt that I needed

a reference or tool that would broaden my OPE knowledge and assist

me in answering these questions. Regretfully, I had no such tool

or reference and I was forced to rely on my own minimal knowledge

* and experience. This is why I decided upon this subject for a

thesis investigation.

Installation managers faced with performance problems often

make incorrect decisions because of insufficient information. The

I result of these decisions has been an untold waste of money and

* resources. In order to make correct decisions concerning perform-

ance problems, managers need information that can only be provide,!

by measuring and evaluating the performance of their computer.

Since installation managers are often required to make performance

Ai



decisions, this information is needed continuously. Therefore,

installation managers need to develop a comprehensive CPL program

or system to insure they receive this important performance infoili-

ation. This CPE program or system can be used by installation

managers as a management tool that will assist them in making

correct performance decisions. This thesis effort develops such

a management tool.

Finally, I would like to take this opportunity to thank those

people who made this thesis effort possible. I thank Captain

Steve Christiana for suggesting the topic and for the recomenda-

tions and support he provided. I thank Dr. Gary B. Lamont for

being my advisor and for the guidance and recommendations he

provided. Lastly, I thank my wife, Faye, for taking on the diffi-

cult task of typist and especially for the spiritual and loviLng

support she provided throughout this endeavor.
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Abstract

This study discusses the design and implementation of a

management system that will provide an installation manager or

manager of a computer system with the means to measure and evalu-i:c

the performance of their computer system. This system is c&z.pose

of three parts; information, people, and reports. T'ne informatior.

part of this system is a set of factors that can cause probl-m

with computer performance and the data which can be gathered b,

various CPE tools and techniques used to solve these problems.

The factors and data of the information portion of this managemen.

system are presented and discussed in this paper.

The people part of this system are members of) CPE' team.

They are individuals familiar with the organjization, the workload,

and the computer system hard--e/software. It is a team that can

either use or learn to use the tools and techniques of computer

performance evaluation. The make-up of such a team is also

iscussed in this paper.

4 The reports section of this system is the most important

part because this is what the installation manager or computer

system manager will use to determine the performance of their

computer system. The responsibility of the reports and their

accuracy lies with the CPE team. This paper disucsses some of

the reports that a CPE team can generate. ..

Also included in this study is background information on

computer performance analysis as well as explanations and

viii



definitions of many of the CPE tools and techniques used by CiP"

analyst. This study omits much of the technical jargon associated

with CPE; however, references are provided for those wishing a

deeper understanding.

This study was conducted at the request of the Systems

Engineering Avionics Facility of the Aeronautical Systems Divizicn

and as such, the implementation and recomnendation parts of this

paper relate solely to them. Although this study was conduct-u

for a specific orgnization, the management system presented in this

document could be used at any computer installation or data center.
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I. Introduction

The computer (information processing) inJu';try is now ti-

second largest industry in the world, second only to enter, onrd

is forecast to reach "first place" in the 11/0's. Still, :.:t:;

large an industry and so large an investment in systenmL, equiT.:.crt,

and specialized people, relatively little management attention,

been paid to the efficiency with which this industry ,pelale ay

whether it can operate more productively and effctiv ,Y.

(Ref. 6: 1]-!.)

The issue of operating more productively and effectively

has concerned users throughout the history of computer evcluion.

As such, a term was created to identify the effectiveness and

efficiency of computers. This term is called comIuter perform.ance

evaluation (CPE).

Broadly defined, computer performance evaluation deals with

the methods used to collect information that reflects the cem:uter

system performance, analysis tools, and techniques used to evaluate

this data and the formulation of policy necessary to bring the

performance of the computer system in line with operational goals.

: (Ref. 18 : 7)

The General Accouting Office estimates that the utilization

of federal computer systems could be improved from 20-4C% with the

aid of a computer performance evaluation. (Ref. !- : VI-57) Tc

be conservative, let us say that the utilization c an be improved

by 25%. 'This means that if a ccmputer system takes twenty-four



hours to service all its customers; by performing a computer

performance evaluation, the same computer system could servi.e

these users in 18 hours. This would be a tremendous benefit for

organizations that continuously face backlogs and never finish

processing. If it is possible to improve the utilization of

computer systems by as much as 25%, why are not all ccmputer

installations operating at this improved level? The problem is

that installation managers and managers of computer systems do not

thoroughly understand CPE, nor do they know how to start and

continue a CPE effort or what direction to take.

Background

The growing complexity of computer systems has been accompa-

nied by the growing need for more information about what is actually

taking place inside and outside these systems. As a result, the

interest in the field of computer performance evaluation has

grown tremendously.

First generation computers (vacumn tubes) were desirne in

the early and mid 1950's to process as fast as possible in two

principal areas of application; scientific and commercial. The

scientific processors were judged by how fast they could add,

subtract, multiply, and divide; the commercial processors were

judged by how fast they could manipulate data. These early

processors were organized to operate serially, that is, they had

to input the program and data before processing could beigin.

While processing the computer could do no I/0. Upon completion

of processing the information was output. Evaluating the

2



performance of these early computers was easy and the only tool

required was a stopwatch. (Ref. 1.4 : 1-1, 1-2)

During the late 1950's and early 196 0's second generation

computers (solid state) emerged. Also, with the development of

larger and less expensive memories, various software aids such as

assemblers and compilers began to play an important role in the

performance of computers. Because of their faster computational

capability, faster input-output devices became standard equipment.

These systems were more productive because they were able to

execute program instructions and perform input and output functicns

simultaneously. This was accomplished by a new type of computer

program called an operating system which provided for transition

from one computer program to another and for control over input-

output procedures. During this second generation era, evaluating

computer performance became more difficult. No longer could

managers use a stop watch approach to measure the performance of

their computer system. (Ref. 20 : VI-8) Unfortunately, evaluating

the performance of these computers received little attention from

managers who often had only an elementary unders;tanding of

automatic data processing (ADP) operations and were not in a

position to have much impact on insuring efficient ADP operations.

Very few tools were developed and very little was written abo'ut

computer performance evaluation for the problem of measuring the

performance of computer systems was just beginning.

Third generation computers emerged in the mid 1960's and

3



were smaller in size but normally able to compute and proceoss

data much faster. They were modularly designed so that their

capacities could be increased as an organization's data process-

ing needs increased. Operating system software became more

complex because it now controlled several computer programs which

operated concurrently in the computer system (multiprogramming).

With this advanced hardware and operating systems, also, came

continued growth in applications. Industry and business began

to rely more and more on computers and a trememdous growth in the

computer industry began. In addition to batch processing, new

applications with characteristics of remote access, online

processing, and real time processing were developed. Third

generation computers were more technical and ADP managers faced

more difficult and demanding tasks in attempting to improve the

efficiency and effectiveness of their computer systems. Cost

began to plan an important role in the life of a computer system

and installation managers were forced to become aware of the

effectiveness and efficiency with which these computer systems

were operating. As a result, computer performance evaluation

received a new precedence. (Ref. 20: VI - 8,9)

From the emergence of third generation computers to now, much

has been written about computer performance evaluation. Countlc.r

articles, pamphlets, special studies, and books have been publishcd

*on the subject. In addition, organizations such as the Computer



Performance Evaluation Users Group and Computer Performance Meacure-

ment Group have been formed and hold annual meetings where they

present papers and discuss matters related to computer performance!

evaluation. These organizations are composed of CPE analyst from

both the government and civilian sectors who are experienced in

the field of CPE. Coupled with this increased development of tools

and techniques was an increased awareness of the importance of CPE

by installation managers and system managers. Although much has

been written on CPE and many tools and techniques have been

developed to assist the computer analyst, little has been done to

assist the manager of the computer installation. Today, a manager

of a computer installation faced with a performance problem must

rely on his own knowledge and experience to derive a solution. i

Oftentimes, the manager knows what information is needed to solve

the problem but does not know how to obtain it. Other tines the

manager may not know where to start. Since the field of computer

performance evaluation is expanding along with the capabil.ity and

complexity of new computers, installation managers are Laced wit-h

several very difficult problems. The first of these problemns is

how to measure and evaluate the performance of present day computer

systems and secondly, where does a computer performance evaluation

begin.

Problem Statement

Managers of computer installations and computer systems need

help when measuring and evaluating the performance of their computer
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systems. This process of measuring and evaluating the performance

of computers and computer systems has become important, demandini;,

and difficult. It is important because performance is one of the

prime considerations used by managers when evaluating a computer or

computer system. This process is demanding because it requires a

thorough understanding of the levels of a computer system and an

understanding of the user's habits, preferences, and adaptability

to system changes. It is difficult because of the complexity of

present day computer systems and the fact that these systems exhibiz

different characteristics and one method of analyzing the same

system characteristic might not be applicable under both circurn-

stances. This process is not only important, demanding, and

difficult; it also requires the manager to answer some important

questions. These questions are:

- How and where do you start an evaluation?

- Does the whole system need evaluating or just elements

of it?

- What tools and techniques can be used and what are the

advantages and disadvantages of each?

, - How are these tools and techniques selected and what is

the cost?

- Once a tool or tcchnique is obtained, how long will it

take to provide results?

- How difficult are these tools and techniques to use and

do they require the hiring of additional personnel?

The answers to these questions are important because they determine

how and by what means the perforamnce of a computer or computer



system can be measured.

Because computer performance evaluation is so demandin,- and

difficult, many managers are incapable of' answering these questions.

When confronted with computer performance problems, these manager,-

sidestep the issue of computer performance evaluation and rush out

and purchase hardware they do not need in an attempt to come up

with a quick-fix or they spend thousands of dollars on computer

performance analysts who discover the problem but only after

spending considerable time, money, and effort. This time, effort,

and money need not be spent if the manager had a system that could

provide information about the performance of the computer system.

This information could allow the manager to make a quicker, less

expensive, and more accurate decision to solve the problem.

A system that can help a manager measure and evaluate tne

performance of a computer system is needed by all managers of

computer systems and computer installations. These ;m.ana,-ers are

continually faced with problems concerning computer performance

which they cannot solve themselves because they do not have the

knowledge nor experience needed to deal with the complex issues of

computer performance evaluation. Neither, do they have the

ability to answer the questions on the previous page.

Scope

This thesis develops a management system that can hell,

managers of computer installations and computer systems obtain

performance information about their computer systems. It also
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provides managers with the means tc identify problem-- before they

occur and to plan for future computer resource needs.

This thesis presents and discusnes the aspects of a computer

facility that can cause poor performance. Discussed in detail

are aspects of the organization, the workload, and the computer

hardware/software. Also discussed is how to establish a computer

performance evaluation team. This team is the most essential

part of the management system because it frees the manager from

having to deal with complex computer performance evaluation

problems and places this responsibility on a group of individual-,

more knowledgeable and capable of dealing with these problems. T'he

major products produced by the CPiE team are reports which provide

the manager with the means to measure the performance of the

computer system.. These reports also provide the manager with

information that can be used to identify performance problems

before they occur and to plan for future needs of computer

resources. The reports presented and discussed in this thesis

are only the major ones since there are many different kinds and

types of CPE reports that can be generated. The format of these

reports is briefly discussed and is left for the managers and

members of CPE teams to determine.

The management system presented in this thesis can be imple-

mented at any computer installation or data center; howevcr, for

this thesis the implementation and recommendations sections pertain

only to the Systems En~gineering Avionics Facility, the sponsor for

this thesis effort.



Approach

The basic requirement for the development of this management

system is to determine what kinds and types of CPE information

managers of computer systems and computer installations such as

SEAFAC need. Some of this information was obtained from my own

experience as an installation manager and from discussions with

Captain Steve Christiani, the computer system manager of SEAFAC.

The remainder of this information came from an extensive litera-

ture search in the areas of computer performance evaluation rund

measurement. The books, reports, and documents reviewed and

studied to obtain this information are presented in the biblio-

graphy section of this paper. The information obtained from my

personal experience and discussions coupled with the information

obtained from the study of CPE related books, documents, and

reports provided the kinds and types of CPE information needed by

managers. Once this information was determined, the next step was

to determine how to gather it. Fortunately, most of this informa-

tion was found in articles and text books; however, some of the

information needed was about the organization, the service it

provides, and how it provides that service. Therefore, to obtain

this information, an analysis approach was taken.

The first step in this analysis is to gather information on

- the organization. The next step is to develop an understanding

of the workload. This information provides an insight into some

computer system requirements and constraints. Following this is

the most difficult task; becoming familiar with the specific

computer system's hardware/software.

-4



By combining tue information from the research, 'iv .vi

and discus,.ioni;, with my experience, the computer rerformance

evaluation management system was developed.

Order of Presenta-i-n

Chapter II discusses the requirements of a CPE management

system. Knowledge needed about the organization, the workload,

and computer system is presented, along with diagrams and question-

aires to assist in obtaining this knowledge. Chapter iII describes

the design of a CPE management system. Included in this chapter are

the objectives of the management system and the measures ana

reports that the system can collect and present. Chapter IV and

V cover the implementation and recommendations of this plan for

the Systems Engineering Avionics Facility of ASD. The conclusion

of the thesis is presented in Chapter VI.

SI
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II. The Requirements of a CPE Management System

The requirements of a CPE management system are few. FirsL, a

team of specialized people is needed to identify performance prob-

lems and recommend solutions. Second, is a series of reports and

measures tailored to meet management needs, and lastly, is informa-

tion to assist the members of the team identify these problems and

recommend accurate solutions. The people and report requirements

of this management system will be presented later. This chapter

focuses on the information requirement. Since all aspects of a

computer center or installation either directly or indirectly

impact performance, information about all aspects of the computer

[ center or installation must be obtained. To obtain this information,

the computer center or installation is divided into the organization,

the workload the organization processes, and the computer system the

organization uses to process this workload.

This chapter presents and discusses the factors of a computer

center or data center that can cause poor performance, as well as

how to find them. Specifically, the following areas will be dis-

cussed along witth their interactions: - Organization

- Workload

- Computer System

ISince a cumputer syste~m is normally composed of two integf-rated

systems, hardware and software; these systems will be discussed

separately. Figure 1 is a data flow diagram of How To Get Started.

Since this thesis uses data flow diagrams, a brief definition
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is given for those who are unfamiliar with the terin. A data flow

diagram is a graphic tool that represents data flow and trxisfornm

in a process. It can be used in a systems development environ-

ment to emphasize the logical flow of data in a system, while

deemphasizing procedural aspects of the problem and physical solu-

tions. The basic symbols of a data flow diagram are called

transforms; these are represented by circles, each identifying a

function that transforms data. The circles are connected by labeled

arrows which represent the inputs to and the outputs firom th(

transforms. Each transform is numbered and can be expanded to show

more detail. (Ref. 15: 68)

Organization

A thorough understanding of the computer installation is

required to effectively develop a computer performance evaluation

management system. Specifically, the situation or circumstances

that provoked the performance effort should be found along with the

position of the computer installation with respect to the organi-

zation that it serves. The computer installation's operational

objectives must be obtained and understood. An organization

chart should be acquired and studied to determine how the

manager's programmers, operators, etc. are structured within the

computer center. The procedures used by management to govern th,-

computer center should be obtained and studied. In addition, the

number of hours the computer center is operational should be

obtained along with any scheduled or unscheduled closings, such

as on holidays or during severe weather. This information provides

13



the foundation froin which mu'e "-,Oci.fic and detailed in V .a t, P4

about the organization can be added. (Ref. 1: 11)

Information on the number of programmers, oyerator2, rwiln-

tenance technicians, and computer system analysis shoud uc

obtained as well as the hours each works. In addition, inforna-

tion should be obtained about priorities and schedules anrld the

impact they have on processing, assuming they exist in the orCani-

zation. Information should be gathered on the critical jobs the

computer center processes such as payrolls or monthly recorti;.

The inforination gathered so far will assist the :- nalyst2 in

understanding the service the organization provides and how it

provides that service.

Perhaps the most important information that must be gathered

is that from the managers. Since the program is being develoued

primarily for management, the kinds and types of information they

need to make performance decisions should be obtained directly

from them. Additionally, try to determine the way they would like

this information presented. The major difficulty with 'this is

that oftentimes management is not totally aware of the informa-

tion they need to assist them in making computer performuce

decisions, nor do they know how this informaticn should be

presented. Additionally, many managers have not acquired an

understanding of ccmputer performance evaluation. This is whcre

the CPE team can begin educating management about CPiE; its

benefits and advantages as well as assist them in determining

the kinds of information they need and how it should be presented.

Figure 2 is a data flow diagram depicting this approach.

14
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Throughout the gathering of all this information, attempt

to identify problems with policies and procedures that could

have an adverse impact on performance. Appendix A containc a firt

of questions that should assist the analyst identify these kinds

of problems. in addition, ccnduct discussions with lower level

managers, programmers, maintenance iechnicians, and operators

in an attempt to determine their feelings about the organization

and the performance problems they may have encountered ,nd

identified. The main objective in developing a thorough under-

standing of the organization is to identify areas that could

cause poor performance.

Appendix B contains a list of questions that will assist

the analysts of the CPE team to better understand the organization.

Workload

This section presents iinformation about the workload that can

cause poor performance. This information can be used. by members

of the CPE team to identify problems with the workload and to

increase their knowledge of it.

The most important aspect in developing a computer perfoirmance

evaluation management system is to understand the workload. This

vi is because v'ithout the workload, the computer system and organiza-

tion would probably cease to exist. By developing an undersandin

of the workload, the computer analyst can better determine the

computer system requirements and the impact poor performance

will have on the users. This does not mean that every procees

16



performed or every job that is executed be understood to the

fullest. Rather, an understanding should be developed about the

"kinds of processes performed" and the types of jobs executed.

This information will provide a starting point for the gathering

of more specific and detailed data.

Information should be obtained on specific projects, programs,

and personnel that use or request service from the computer center;

along with the approximate load in terms of the number of 2o c

submitted by each. Additional information should be obtaincc;

about how jobs are classified. The largest user should be identi-

fied as well as the smallest. The exact number of us.ers should

be obtained as well as an estimate of the number of jobs they

submit. This estimate can be over a period of a day, weck, or month.

All schedules and deadlines associated with the workload, such as

run Job X the first of every month, or Job Y must be run at 0900

everyday, should be obtained. Discussions should be made with all

users in an attempt to identify any problems or difficulties

they may be experiencing with the computer centers, operating

procedures, or computer. While talking with the users, ask if

any increase or decrease in their workload is planned. This

information provides the analyst with the complexity and

71 extensivenes of the workload. (Ref. 1: 1)

The most important aspect to obtain about the workload is

if all jobs are being processed. If they are not; is there a

backlog, and if so, how large is it. Additionally, find out if

17



this is a regular occurrence or just sporadic. If' it is 

attempt to find out when and if a cause is known, deteriine when

and how jobs are submitted for execution, i.e. via cards or

terminal and attempt to obtain the percentage of jobs submitted by

each. Identify any bottlenecks associated with the workloads

such as all jobs arriving at 0900 or large numbers of jobs nee:iing

processing at the end of the month. Along these same lines,

attempt to determine when the computer center is the busiest and

the least busy. Information should be obtained from the oe;, :tor.

as to problems they may have identified with the workload. 'For

example, Job X continuously blows up the first time it run-- and

always has to be run a second time, or Job A runs and everything

else stops. Determine which jobs produce hard copies and

identify jobs that must be run twice to fulfill hard copy require-

ments, e.g. organizations requesting seven or more copies.

Determine what accounting data the organization gathers and study

this material as this will greatly assist in understanding the

workload. ,hen gathering information about the workload, attempt

to identify problems with the workload that could cause poor

performance. Appendix C contains a list of things to lnok fo-.

Since the workload is the major factor that affects performance,
24-

. understanding it becomes extremely important when faced with a

computer performance problem or attempting to develop a CPZ ianage-

ment system. .Igure 3 is a data Flow diagram depicting the proced-

ure used to gather this information and Appendix D contains a list

18
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that will assist the computer analyst to develop a better unir-

standing of the workload.

By using the information in this section, the members of the

CPE team, particularly the new ones, should be able to increase

their understanding of the workload and to identify workioaa

problems.

Computer System

A computer system is an integrated aggregation of hardware

components (central and input-output processors, memories,

peripheral devices, interfaces) and software components ( the

programs which constitute the operating system). (ef. 4: 3)

Since the computer system is the primary tool the organization

uses to process its workload, a thorough understanding of how

the computer system processes the workload is essential in

evaluating the performance of the computer; as well as when

developing a system for computer performance evaluation. This

does not mean that you, as an installation manager or member of a

CPE team, should develop a total understanding of all the little

intricasies associated with the computer system such as which

registers are used for special purposes or how the system haniles

interrupts; rather, knowledge should be obtained about the stages

a job goes through as it is being processed by the system. As

mentioned previously, this paper divides a computer system into two

halves, hardware and software. When discussing the hardware/

software parts of a computer system, an important aspect to point

20



out is the level of observation. The level of observation means

that different types of people such as managers, operators,

programmers, and users view the computer system differently. For

example, a manager's view of a computer system is for the Most

part economic. Maintpining a budget, while satisfying usor

requirements often is a difficult task for the computer manager.

A users view of a computer system is characterized by speed, such

as turnaround time or response time. Another user's view could

be ease of access and use. These are only a few examples of

levels of observation and since this paper discusses a CPE manage-

ment system to be used by the manager, the members of the CP1 team

should become familiar with all levels. (Ref. 9: V! 7T - VI 75)

The information needed about each half in order to dcvelop, a

computer performance evaluation system is presented next.

Hardware

Presented in this section is information about computer hardwarc.

This information can be used by members of the CPE team who want

to enhance their understanding of computer hardware or identify

problems with it.

The first step in understanding the hardware is to determine

the make and model of the computer system that the organization

uses. The next step is to determine the size of the computer

system. This is normally accomplished by obtaining information on

the amount of memory the system has, both actual and virtual, along

with the number of terminals hooked to the system. The kinds and

types of peripheral equipment connected to the system, and the

21
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capacity of the storage devices, all provide infonation as to

the size and capability of the computer system. This informatLion

provides a starting point from which more specific and detailed

knowledge can be obtained.

The next step is to determine the computer system's multipru-

gramming level and obtain as much information as possible about the

I/O system to include namber of channels, the kinds of I/O that

can be performed, along with the size of data that car be trano-

ferred. Obtain information about the speed and capacity of input

and output devices such as card readers and lineprinters, along

with the execution speed of the Central Processing Unit. IHuch of

this information can be obtained from the installation manajer and

the rest can be obtained from the documentation. Fig-rc 4 is a

Data Flow Diagram depicting the informition needed about hardware.

In gathering information about the hardware, the members of the

CPE team should look for things that could have an adverse ipact

on performance. Such things as a slow card reader I:nd 0O of all

jobs are being entered via cards or lack of sufficient disk spacc

which forces excess use of tape. Appendix E contains a list -f

things to look for. Becoming familiar with first the organization

and then the workload will greatly assist in identifying problems

with the hardware that could cause poor perfoniance. Al-pendix F

/ I is a list of questions that will assist the members of the CPE

team better understand the hardware.
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Software

The software portion of the computer system that is referred

to in this paper is the operating system. The information

presented in this section should increase the CPE members' knw-

ledge of an operating system, as well as assist them in identifying

operating system problems. An operating system is a collection of

programs (algorithms) designed to manage the system's resources;

namely, memory, processors, devices, and information (progrzams and

data). Some general functions of an operating system are to:

1. Keep track of the resources.

2. Enforce policy that determines who gets what, when, and

how much.

3. Allocate the resource.

4. Reclaim the resource. (Ref. 8: 8)

Operating system software is the group of programs that monitor and

control the operation of the computer system while the application

programs are running. These monitoring and control functions

include:

- Scheduling and supervising program execution.

- Allocating and releasing storage, input and output devices

and other resources of the computer system.

- Controlling all input and output operations.

- Handling errors.

- Coordinating exchange of information between the computer

operator and the computer system.

- Maintaining accountability of resources used by the various

programs. (Ref. 20: 21)
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The algorithms used by the various functions and the inter-

actions between the different levels play an important role in

the performance of the computer system. For example, an operating

system that utilizes a static memory partition scheme tends to

"waste" more memory than an operating system that utilizes

dynamic memory partition scheme. (Ref. 8: 116) Therefore, the

more familiar a manager is with the operating system and the

procedures and algorithms it employs, the better they will be

able to answer questions concerning its performance. Pigure 5

is a data flow diagram that can assist the members of a. CPE tean

trying to understand an operating system.

The first step in understanding an operating system is to

determine where a job goes after it enters the system. The next

step is to determine how a job gets allocated and deallocated

memory. Determine how the job scheduler and process scheduler

works and obtain information on what queue a job can enter; also,

determine how jobs leave these queues. Obtain information on how

the operating system handles I/0 and find out how long a job is

allowed to execute. Determine the number and capability of i/O

controllers or channels. While gathering this information,

attempt to identify areas that could adversely impact performance,

, .such as the majority of jobs require I/0 but the system only has

one I/0 controller, or the system has several I/0 controllers but

slow peripherals such as line printers. Appendix G contains a

list of questions that should assist the members identify problems

25
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with software. By developing an under.tanding of how the opcr: Liiq-

system works, the members of the CPE team become more aware of

problems that could occu- Once a problem occurs; however, the

members must turn to other means to confirm that the problem exist.

Appendix J is a list 'f tools and techniques that ci, be used to

identify and confirm computer performance problems. An important

point to mention here is that not all tools and techniques can be

used on all systems. This is particularly true of software monitors.

Therefore, before someone selects a tool to be used in a perform-

ance evaluation, they should be sure that it can be used on the

computer system. (Ref. 10: VI - 50)

Interactions

So far this discussion has presented the levels of an informsi-

tion processing system as the organization, the workload, .,,d Tle

computer system. Although these levels are presented and fiscussed

separately, their interactions play a very important role in

performance analysis. Figure 6 presents these levels in dia-run

form.

The performance of a system is determined by the performance

of individual system elements such as personnel, operating rules,

amount of disk storage, etc., and the way these elements are

connected into a system. Thus, any and all of the described levu!,

contribute toward the performance seen by the user. In ordur to

meet specific performance objectives, all of these levels h;ive to

be taken into consideration in an evaluation of perfoiriance. In
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Figure 6 Levels of an Information Processing System (Ref. 20: 5)
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addition, it is necessary to make a clear distinction octwcO(L the0

system and its environment and to specify the levcl -t which 'Lc

system is to be evaluated. For this paper, the infornation

processing system con be perceived as a total complex orarni-

zation of hardware, software, users, programmers, and operators;

together with the operation rules and conditions governing ;he

interactions of the human with the non-human elements (job

submitting policies, handling of tapes and disk packs roquecsLc

by a job, equipment layout, etc.) (Ref. 13: 5)

Therefore, the members of the CPE team will have to bec:mcn

familiar with and understand the interactions of tnese parts of

an installation in addition to understandinC them seT.r~tcy.

Identifying problems with the organization, workla i, an.,

computer system hardware/software can be a difficult requiroment

for some members of the CPE team. These members may not kniew

what to look for or where to begin, depending on their knao'w.'ed[c

and experience. This chapter was written to provide these n-mbcr.-

with information that can help them get started and )maw what to

look for. By using this information, the members of the CPI,> Lea,

should be able to broaden their understanding of the various narts

of a computer center and identify problems that could cause poor

A performance. Additionally, this information could be u-5(d as

training tool For new members or anyone wi:shing; a brt, , 

ing of the organization, workload, or computer system hardware/

software.
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III. Design of a Ci'E Nanagercnt yzte.i

This chapter discusses the people and reports of the CPE manai;e-

ment system. Directly stated, a computer performance evaluation

management system is a structured program for continuously acquirin,

analyzing, ana reporting the key factors affecting the operatiw" of

the data center. (Ref. 7: VI - 201) It is concerned with:

- the identification and establishment of ADP organization and

functional objectives

- the allocation of assigned resources among functional elc!ents

- the identification of appropriate measures

- capturing data associated with performance

- analyzing performance data

- reporting performance data (Ref. 16: 6)

The main objective of the system is to present precise information

about the performance of the organization, to include th- comp-uter

system, on a timely basis and in a way that is understandable to

management. The following is a list for developing a computer

performance evaluation management system. (Ref. 7: VI - 228)

1. Recognize the Need for Performance Management.

2. Set up a Computer Performance Evaluation Team

3. Establish Performance Management Objectives

4. Define Measures and Reports

5. Administration of Group and Project Ilanagement

6. Monthly Reports, Planning, and Review
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1. Recognize the Need for Performince

Before any program, system, or improvement effort can take

effect, a need must arise. Unfortunately, in the field of computer

performance evaluation, this need often is the result of problemsc

with computer performance. Too often, managers of computer

installations wait and delay performance management efforts untiL

it is too la'.e. They wait until a problem has already occurred

before they start a computer performance evaluation rat!,(r thin

establish a computer performance evaluation management syst-; when

there are no problems and possibly identify proble;s before thcy

occur.

There are many needs for computer performance evaluation.

Some of these are attempting to gain additional computing time,

increasing transaction volume, attempting to reduce response

time, and attempting to identify performance overruns. This list

is by no means exhaustive. The main point is that a need must

arise and this author hopes that the need, as the case for this

study, comes not from an existing problem but from nianagement's

desire to understand how their system is performing and to

identify problems before they occur.

Ai 2. Set Up a Performance Management Group

The first step that management must take to iinplenent a

computer performance evaluation system is to get nll people within

the organization thinking about performance. This can be accom-

plished either at an office meeting in which all people attend or
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by a policy letter that will be distributed to all! personnel. Thnc

main point to get across is that management is concerned with

increasing the performance of the organization and the compueCr

system; also, it encourages all people to make kno,,a problems

they may have identified. These problems should be identified to

the individuals immediate supervisor, who in turn will forward it

to a computer performance evaluation team of specialized reorLe.

The make-up of this CPE team will largely depend upon the

make-up of the organization. For example, a CPE team. might b,

composed of an installation manager and a manager from each of

the lower sections such as operations, job scheduling, or

programming.

In choosing members for this team, a manager should look

for several key traits. One trait is experience in systems

programming and another is a scientific education. A scientific

background nearly always exposes an individual to fundamientals of

mathematics and statistics. These traits of systematic thinking

and a kmowledge of math and statistics are extremely necessary

for members of a CPE group. These are not the only requirements.

People with backgrounds such as applications programming, opera-tionc

and operations research are also needed. The reason for this is

that CPE encompasses a wide scope (design, programming, operations,

engineering, analysis) and requires a mix of talents. Another

trait to look for is an academically diversified background.

Reasoning here is like in any other developing field the broader

the members background, the more likely that parallels will be
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seen in other fields where similiar problem:; have already becn

solved. Since this group is responsible for evaluating the

whole organization, an individual familiar with operations, as

well as an individual who understands the workload, should also rC

included in the group. Next, and at times most important, is a

person who can explain and convince. An "cvan,,,eiist" would conive

closer to describing this person than "salesman", but evangelist

would be a misleading title since no divine guidance is necr:;sora',

for CPE success; however, it could help. This person is par Lcm'-

larly important at the beginning and end of each CPE :,reject.

The best team members are open minded and eager to examine

suggested changes from whatever source. Be careful that an

individual who is too conservative in his work does not defea:;

the purpose of your CPE team. CPiZ is an imaginative and in.avative

field. It is also a field lacking in theory and szron- on

sharing. The "not invented here" syndrome cannot exist in a CPE

team. A CPE team that does not interact with and borrow from

other installations is a team that is prima facie, inefficient,

and unprofessional. Choosing members for The CPE team will be a

difficult task but the advantage of having a team far outweigh any

difficulties that occurred during the preliminary stages.

'1 (Ref. 6: 11-i, lH--5)

3 Establish Performance Manafzement ObJectives

Even though the performance management effort is pnrperly

staffed and structured, it cannot proceed without 1nowing the
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direction to take; that is, the desired results must be defined.

This will be dictated primarily by the charter of the data ccnter.

Typically, there is one overriding concern, such as capacity or

service levels (either real-time and/or batch) or cost reductional.

The actual application of the measurement team will include some

combination of the above as tempered by management. The importance

of management participation in defining these objectives canot be

over stressed. A measurement analyst can only apply his iimarfina-

tion and initiative if the results he is aiming for have been

unequivocally defined. These goals, defined at the outset, should

be reviewed regularly and adjusted as changes in the role of the

data center occur. (Ref. 7: VI-206)

4. Define Neasures and Reports

Measures and reports are the products produced by the CPE

team. These products are produced in accordance with mznagcment's

concerns. in determining things to measure, one should be careful

of obfuscatory measurement. Obfuscatory measurement is measure-

ment which obscures that which it should illuminate. Succinctly

stated, obfuscatory measures, measure:

- the wrong things

- the right things - wrongly

- something else (i.e. other than that which
they purport to measure)

- nothing at all (or at least, no meaningful

thing)

Some general rules, techniques, and principles to follow when
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selecting things to measure are:

1. Select your measures with care - not all measures are

appropriate to all situations. Tailor your measures to

the tractability of your users and the gullibility of

your upper management and always have a couple of reserve,

just in case.

2. When in doubt, seek the advice of your mainframe vendor.

Your vendor cannot sell you additional equipment until

your upper management is convinced of the saturation and

effective utilization of your existing configuration.

5. The easier a measure is to obtain, the more likely it is

to be obfuscatory. This is one of the few cases known

to modern science where Murphy's Law operates in favor of

the practitioner. (nere is no great mystery here: how-

ever, it is often the generosity of the vendor which made

the measure easy to obtain.) Two specific kinds of measure

are worthy of individual mention: means and median.

Although the mean and the median each provides a single

number to represent an entire set of data, the mean is

usually preferred in problems of estimation and other problems

of statistical inference. An intuitive reason for preferriig

the mean is that the median does not utilize all the infor-

mation contained in the observations. A related reason is

that the median is generally subject to greater chance

fluctuations, that is, it is apt to vary more from sample

to sample.
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4. Overextend anaiogics - concepts which ar t-, menin{nfui in

other fields can sometimes be transferred into t.he c':,rnuter

perfoxinance arena, where they are invalid, without lo:;s of

prestige.

5. Creative Definition - this is an indispensable element

of the obfuscator's arsenal. . . for the most misleading

percentage you can devise will not help you unless you can

convince someone that it measures something:. (Remember,

"CPE efficiency"' Was there anything efficicnt about it?)

(Ref. 1?: 425-426)

The following is a list of reports and measures that can be used.

Determining the reports and measures to use in the management

system should be the responsibility of the installation maagcr and

the members of the CPE team.

Utilization Report: Utilization reports provide a basis for

management to see and understand equipment usage, usage of equi_ -

ment dollars, and exceptional conditions in equipment usage. Thic

information and understanding are necessities for management to

assure high levels of performance. They:

- permit identification of the opportunity for perfoxrnance

improvement.

- provide a basis for tracking of sysLem performance zu-d

perfonnance improvements.

- establish confidence that cost performance is under control.

- show available operating margins and will submit the necd

for additional capacity.
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Unused Capacity Report: Unused capacity may be dczcribed ro:i-

tively as "available resource" or negatively as "excess". Yo~c

accurately, unused capacity is the available operating margin

during the months peak period of utilization. The existance

of an operating margin should not be interpreted negatively. It

can clearly be a necessity. For example, a margin must be av;jil-

able before significant new work can be added. A large unused

capacity indicates a potential cost performance improvement (i.e.

the potential to perform more within current costs or reduce costs).

Estimated Limits: Computer systems cannot always be used at I00l

of capacity. Often serious penalties in service and performance

can result from attempts to utilize equipment at near 100', utiliza-

tion. Estimated limits are best described as a perfoianec margin.

In contrast to unused capacity which is a margin of available

capacity and could realistically be used; estimated limits is a

capacity margin that one should not plan to use if at all possible.

The word "estimated" is important. The utilization limit is not

automatically derived but rather is entered manually for each

component group. It may be derived rigorously through the use of

measurement, simulation, or mathematics or it may be literally

estimated based on observation and experience.

Peak Requirements: Peak requirements represent the amount of

equipment needed as a reserve capacity Lo handle the actual -oak

load. This equipment is not used on the average but is needed for

peaks. If peak requirements are small, the workload is fairly
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uniform from day to day. If they are large (e.g. ]arger than

System Utilization), then the workload is variable with at le.'.t I
one peak period much higher than the average. The time period

used to measure peak load is usually a work shift, but selection

of the period is under user control.

Detection of Ebuipment Down Time Report,: In data centers having

increasingly complex equipment and configuration with multiple

paths (i.e. channels and controllers) to I/O devices and often with

multiple CPU's and shared device pools, detection of down time and

status change is an important operations function.

Control units can fail and the software will automatically

make use of alternate paths. Sometimes no operator notifica.-

tion is made by the software. In other cases a brief message can

go undetected. Performance can degrade and thruput will be down.

This situation can go undetected for hours. In addition there are

a number of less critical and yet important status changes in a

system that could cause problems.

- Printer out of paper

- Punch out of cards

4 - High speed data link active or perhaps inactive

- Disk control 1, 2, or 5 down

- Tape control 1, 2, or 5, 4 down

Trend and Variance Reports: Ilardware planning reports include

many variations of these basic formats: Projected Work, Projected

Component Load, and Component Effective Utilization Threshold.
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Depicting level of activity as a function of time, they allow

broadbased planning functions to make predictions. The applied

value of the performance management system is in charting actual

versus projected activity, enabling planners to refine their

estimates by applying ',nown performance data to calculated perform-

ance levels. In this way, Margin Analysis Reports will aid

planners and provide additional information for management by

control limits. (Ref. 7: VI 236-253) Figure 7 shows an examrple

of a margin analysis report.

Measures

Measures used in the computer performance evaluation system

are of two types; measures of effectiveness and measures of

efficiency. Measures of effectiveness define how well the organi-

zation's objectives are being accomplished while measures of

efficiency define how well the organization is utilizing assigned

resources. Measures of effectiveness are:

- Timeliness: The extent to which the objective is accomplished

in time to be effective. Typical measures include schedule

performance, turnaround, and response time.

- Quality: The extent to which the objectives are accomplished

acceptably. Typical measures include accuracy, usefulness,

clarity, and acceptability.

- Quantity: The extent to which the objective is satisfied.

Typical measures include volume achieved and amount of backlcg.

Measures of efficiency are categorized as follow:
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Variance Report

Cost Effective Lin-.it
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Time
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_______Actual Margin

Trend Report

Level

Figure 7 Margin Review and Analysis Report (f:':VI 252, 253)
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- Staff: The amount of human resources utilized per unit of

output. These resources can be further classified by sk:ilis

level, skills mix, and function performed.

- Machine: The umount of equipment employed. Theze can be

classified by size, capacity, type, and arrangement.

- Material: Supplies consumed in the accomplishment of th

objective.

- Money: All resources can be converted to a single coamon

denominator, money. Conversely, the availability of him

resource can be converted into required resources.

While other classification systems are possible, this claosifica-

tion of effectiveness and efficiency measures proves to be a

useful structure for the systematic identification of a. comuter

performance management system.

5. Administration of Group and Project 11anagement

Depending on the size and complexity of the computer system

and the organization, some managers may want to create additimnal

positions and hire additional people to make up the C-]E team. Job

descriptions for these individuals should mention:

- Work with documentation describing the logical and

physical flow of qignals through the system and its

'1 components.

- Perform measurement analysis and coding changes of

" iapplications and control programs.

- Install or connect such CPE devices or tools as are

available.
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- Develop and use simulation and modeling techniques.

- Document activities and recoramendations for use by

management.

These may be elaborate as required to fit each personriel dc-,art-

ment's peculiar needs, but these five basic areas are necessar7

to insure that the CPE team has the minimal capability to perfo)ri

useful projects. (Ref. 6: I]-3)

The day-to-day operating procedures of the CPk ; tea,.i are

essentially the same as for an audit group: define a proble:i,

examine existing methods, postulate changes, test change,

recommend best changes, and oversee implementation of accepted

recommendations. Once a problem is identified, the CPL team can

turn it into a project. Since some team members have specific

skills that not all team members have, each project or stud' ,,

have a different project manager. A project mana ;er's job in

classical management terms to:

- Plan: Determine requirements of the project in terrns cf

people, facilities, equipment, etc., estimite the

project's duration, and relationships between work-

load of the CPE team and the project's del~verables.

- Organize: Request and insure availability of the necessary

facilities, equipment, personnel, material, and

(most important) authority.

- Direct: Set time and cost milestones -md bounds for what

must be done; make all operating, project-specified

decisions.
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- Control: Measure perfornance against plan uind LtakC -twZty rny

necessary actions to correct malperfornmance.

- Coordinate: Insure that all involved activities are aware of and

receptive to the projects' efforts, goals, aid

recommend-itions.

Appendix I is a detailed list of a project manacer's reponsibii-

ties. The last duty of the project manager is to present his

findings and recommendations to his boss. This leads us to a very,

important question; to whom does the computer performance evaluation

team report. (Ref. 12: 11-9)

Because organizations are so very different, the only *;.'y cf

describing placement in general, is in relative terms. The eam

should, at the very lowest, report to a person that has the aaithority

to implement the teams proposed recommendations. This place-

ment insures that recommendations that are accepted will be

implemented. Since the computer performance evaluation team will

be dealing with problems of a wide spectrum, they will need info -

tion on all scheduled and unscheduled changes. To insure they

receive this information, a charter should be established.

The charter will allow the team to examine both existing

systems and proposed changes before new workloads or equipment

'1 acquisitions are committcl. Determining the impact of such changes

requires a thorough knowledge of existing workloads and systems.

The benefit from this initial learning phase for the CP, team will

be significant. It is always the first time that a review of all

facets of the computer center's activity will have been attemptei
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by knowleegeable :and il3paLrtial er aon,;. A ,h:irrtcr :huid In !u,,

as a minimum, the following stateaents.

"No new programs or systems of programs and

no substantial changes to existing programs

are to be implemented without first havinC

the design or change reviewed by the CPE

team.of"

"Before ordering new e-iuipment to replace, to

add to, or to enhance existing equipment's

speed or capacity, the CPE team must be

called upon to measure the levels of activity

and contentions of the system or portions

of the system that would be affected by the

new equipment." (Ref. 6: 11-6, 11-1r)

Once established, the CPE team loops through a series of continuing

activities.

A. Examine and select new CPE tools to keep up with developments.

B. Interchange information with other CPE teams, attend professicnal

meetings, and read the technical literature.

C. Determine CPE measurement frequencies with respect to:

1. The characteristics of each installation

I a. Wor:zload stability

b. Personnel and system changes

2. The aging systems

3. Planned workload changes
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a. New systems

b. New users

D. Integrate operations and measurement activities; develop a

"performance consciousness" at all levels.

1. Use existing and new operations reports

a. Console logs

b. System Incidence Reports

c. Suggestion Box

2. Educate operations personnel to be aware of visual cues to

system malperformance.

3. Educate operators in use of tools to improve elecltion of

jobs for multiprogramirig, mounting of tapes, and disk

packs u'on request, etc.

E. Establish good relations with the cnmp:uter systf:, vcndor.

1. You may require his assistance for probe point dcvelnnmwn.

2. You may require his permission to attach a hardware monitor.

3. First instinct of maintenance personnel is to resist

measurement activities.

4. Acquire a irnowledge of his activities and the acquaintnce

of his research staff.

The computer performance evaluation management system should be

viewed from a total systems perspective. It should be used in a

life cycle context, from procurement through operations, from

design evaluation through operational tuning, from procedures

evaluation to the cstablishment of job control language standards.
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CPE should be used to achieve the level of service required by

management at the lowest total system cost - - it should not b'

concerned with techniques but with performance.

6. Monthly Reports, Planning, and Review

Once the system is established and working, it will be of little

value unless management can see some results or reports. These

reports will be the only real (tangible) product of a properly run

CPE team. Some of the information contained in the reports needs

to be collected over a certain period of time such as a month or

week before the information will be of any value to management.

For example, to say that the computer processed for twelve hours on

Tuesday has little meaning when compared to 180 hours of computer

processing for the month of June. An example of some monthly reports

are utilization reports, trend reports, and margin and variance

reports. An example of some weekly reports are system profiles,

CPU utilization by shift, average channel utilization by shift and

peak loading. (Ref. 7: VI-240) The actual periods to be covered

by the reports should be determined by the specific needs of each

organization or installation. Some reports should be scheduled to

cover relatively long periods (annual, semi-annual); others should

cover relatively short periods (weekly, monthly).

Generally, management has three requirements for perfoxT~ancc

reporting:

- One time report: First time that performance managemcnt is intro-

duced to the organization cr for special

situations.
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- Long time Periodic reports: To present perfor,, ance who(rL f*,'../

events occur over longi perious.

- Short term periodic reports: To present performance where many

events occur over short periods.

These three requirements can be used to define the reports that

should be produced by the computer performance evaluation system.

The information contained in these reports will be used by

managers to answer questions concerning the organization's Trrodrn

and performance. (Ref. 16 • 174)

Since an organization's computer system and mission can

change, procedures need to be established by management where they

review the pertinency of the reports they are receiving. or

example, reports showing an I/O controller busy 900 of the time

would not be valid if the organization had just connected a

second I/O controller. Ideally, the reports should be reviewed

everytime a change occurs in the workload and computer system.

This insures that management is reviewing the latest ani most

accurate performance information on their computer system.

Tradeoffs

The computer performance man-agement system which has just been

presented may not be appropriate for all organizations. The

major drawback is that some organizations may not have the

personnel needed to establish a CPE team. Another drawba',k is

that some managers may not see the need for computer performance

management. A manwrer of an organization that does not see
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the need for computer p)erformance management is ei Jier now t,

the field or has worked for an orCanization with c,untiess

funds (i.e. whienever hardware/software is needed they purcr'ia7e

it), or one that has experienced little or no growth (i.e. t'ierir

computer system his always been able to handle fnre work'oad).

Unfortunately, little can be done for the manager who does not

recognize the need for performance management. 'There is

however, help for managers that are interested in i and kn,':

how important it is but, because of work requirements cannot

assign CPE responsibilities to individuals within their

organizations. The help for these managers lies in the types

of analysis they can implement. These managers can implement

a partial analysis rather than a full analysis. A full anlvr;is

requires three to four members of a CPE team to look at all

aspects of the computer system and its environment. A partial

analysis requires only one member to be on the CPE tean ana

this person focuses on a certain aspect of the computer syszem,

rather than the entire computer system and its environment.

The advantage of a partial analysis is that it requires less

time, effort, and people than a full analysis. The major

disadvantage is that the responsiblity of the -nalysiz.

falls upon one person and that person is normally the ,ysst u m

manager. Another disadvantage is that while this ,erscn ic

focusing on one aspect of the computer system and trnin, to
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solve a particular problem, othci" problems may be uccurin, whlich

could very well offset the actions taken to corruct the initial

problem. In addition, this person will probably ve forced t-,

work with the existing information being gathered c:n computer

performance rather than obtaining -,thcr t;1lz to 7-ith, r u iffc.rent

kinds of information which could identify othr prob !:u:;. iv-xcn

though the disadvantages far outweigh the advantages, many

installation and system managers will be forced, becauo of w'o-.

requirements, to implement a partial, rather than a 'iul anal.sis.

Therefore, to insure that a system or installation ria.%anCr

receives the most from the partial analysis, some general guide-

lines should be followed

The first guideline to be followed is to review information

that requires little time and effort but contains lots of c,:npFutcr

performance data. Information from an accounting package is a

good example. The frequency with which this infoimation is

reviewed will largely depend on the organization and the person

performing the analysis. Next, the person should determine if

there is any other information different from that presented by the

accounting package that can be gathered from or by the computer

system that could show additional computer performance data. An

example of this would be something similiar to the display utility

on Digital Equipment Corporation's VAX 11/780 which provides CPU

and I/O information. Although the information and reports that a

partial analysis provides are limited, they may be all that some
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organization need. These organizations could be classified as

those with limited growth potential or those with unlimited funds

where the computer system is always larger than really needed.

On the other side of the coin though, are the organizations

without countless funds and ones that are experiencing normal or

above normal growth. For these orga.izations, a partial analysis

would probably not meet the requirements for computer performance

measurement. This would be even more true if the organization was

already or had been experiencing computer performance problems.

To lay the burdens of identifying problems, solving existing prob-

lems, and determining future requirements and constraints on one

individual is a little unreasonable. These organizations could

definitely benefit from implementing a full analysis. Although the

cost of a full analysis in terms of people, time, and resources and

possibly money is considerably more than a partial analysis, tne

benefits it can provide should prove to be cost effective in the

long run.

This chapter presented guidelines to follow and methods to uLe

when establishing a CPE team and when defining reports. Since the

CPE team is the most essential part of the CPE management system,

defining their qualifications cannot be overstressed. The better

educated and experienced the members of the CPE are, the more capa-

ble they will be to identify and solve computer performance problems.
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IV. API-LICAT]ON

After a (FE terun has been etab]ished, the imp lemcntati( 1 eaf

the CPIE managemcnt systcm becomes nn easier task. 1y ysin< th

guidance, figures, and questionaires of Chapter 2, the CPL- t,:arn

members can immediately start obtaining infortmaion aboui tiic

computer installaion and start looking for perfornrnnce probw.

Tis chapter shows (I(ti.ed information that can be cbim:I

about a computer instal] ation b.y using the proceourc:i ereccnt

in Chapter 2.

SEAFAC Orlniz tion

The Systems Engineering Avionics Facility (SF FAC) is a

division of the Aeronautical System's Division. SAAPFAC is Present-

ly in the process of developing and constructing a hot bench to

simulate the flight of the KC-135 aircraft. The hot bcrich consist

of a mission computer, the VAX 11/780, and software which simulatec

sensor inputs and other aspects of the flight environment. The

VAX 11/780 digital computer accepts hot bench softwar. irsuts from

a ML-STD-1555 Data Bus and thc operatcr's console. Stored in

the computer's mcmory are five simulation programs: mn ster exccutive,

simulation executive, control head, monitor, and display. All of

these programs compete for a single processor along with other pro-

grams such as the terminal driver. The VAX 11/780 computer is

responsible for overall hot bench control, control of data display and

a means for rimning, the real. time simulation. (Ref. 5: 160)
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In a typical "flight" of the rot bench, the fligit compute'

accomplishes such functions as cockpit management, flight plarnin-,

navigation functions, and fuel management. 'Softwarc simulation

models, which are in fact Fortran prograns, provide cnsor infcrm;m-

tion to the flight cormritter and provide the environment for the flight

computer to "fly in". Table 1 briefly outlines the -;it .,nals'r the

apply to the simulation.

The reason:; which provoked this study were m.-inag.e:nenu's

interest in measuring the performance of the VAX 11/760 durin:.

software development and running the real-time simulations. An

organization chart of SEAFAC is presented in ligure 8.

The computer system used by SEAFAC is operational twenty-four

hours a day; however, all software development and simulaticns tak-e

place between the hours of 0800 and 1700 Monday through Friday.

The organization presently has a mix of government and contract

programmers. These individuals are developing software for the

KC 135 simulation. All software development is accomplished on

line via VT-lO0 terminals; as such the organization has only one

operator. This individual is responsible for loading paper in

the printers and informing management of problems with the system.

. No shifts are required and the organization does not have a resi-

dent maintenmnce technician. The organization does however, have

I a resident Digital Equipment Corporation systems programmer who

provides assistance in highly technical matters.

The management levels within the organization are determined

by the project. For example, on the KC-135 project, ind)ividuals

were assigned management positions based on knowledge and
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TABLE 1

Input/Output Signals to VAX 11/780

For KC-135 Hot Bench

Signal Sim. Progran Called Function

Performance Monitor Simulation Executive Call the Simulation Execu-
tive which in turn calls
the models to be run to
simulate the hot bench
environment.

Operator Commands Master Executive Commands issued by the hot
bench operator which actu-
ally control all elements
of the hot bench. These
commands include: Start,
Stop, Freeze, etc.

Fault Signals Mlaster Executive These commands allow the
operator to deliberately
introcuce fault conditions
into the system.

Control Head Signals Control Head Establish system controls
such as those normally
input by the pilot via the
yoke.

Display Signals Display Provide inputs to the dis-
play simulation which con-
trols numeric displays for
the hot bench.

Altimeter Signals Display Ilight level inputs.

Clock Signals Display Shows simulation time
to the tenth of a
second.

Monitor Signals Monitor Make Bus data available
to display elements.

(Ref. 5: 159)
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IMP

experience in such areas as hardware, software, anldS'[L-15' "  '

MIL-STD-1750. Individuals in charge of these areas work together

and within their group to insure all aspects of the project are

completed on or near the scheduled due date.

Managers within the organization have established their- ovm

procedures whereby they receive progress reports on the status of

particular projects. Little performance information is gathered

on or about the VAX 11/780 and managers have minimal knowledge of

its performance. This, coupled with the fact that the progr..ers

consider the computer a free good, were th-e only probi(Imz oborec

in the organization.

SEAFAC Workload

SEAFAC is responsible for basically two types of workload;

software development and real time simulations. In the software

development phase, the programmers develop and test softwa-e that

will be used during the simulation phase. This software will be

classified by the module the pzogrammer is trying to build. Fach

module will perform a different function during the simulation.

After a progra-mmer has completed and successfully tested a portion

4of a module or specific program, he presents it to the manager of

the group, who runs the program against a program analyzer to

determine its efficiency. During software development, all pro-

rammers have the same priority and compete for computer resources.

The system jobs run by the VAX are memory management, ,roce'M

management, device management, and input/output services. Since
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the memory and disk a-ailable on this machine .ire suff ' ir. m:-,

the above areas pose no problems in tenns of load. Also, since

the organization has, at present, twenty five prograimmers and not

all of them progw'am at once, the load caused by these progrwnnPuers

is insignificant. Because the progr-omners are developing ::of;ware

on a fairly large machine, i.e. four meg actual memory =nd fcur !t.-

05 disks. job scheduling and processing time do not cause j;roblem

as in some organizations. Additionally, backlogs never occur anod

the only problems observed with software development were programe':

utilizing too much disk space and occasionally some projects were

completed late. These late projects were caused, not by problens

with the hardware/software, but seemed to be caused by lack cf

sufficient personnel. Other problems may be identified during the

actual running of the simulation; however, at this time the organi-

zation is still in the software development phase of this project.

During a simulation, the VAX computer will be used to simu-

late an aircraft. Housed in the VAX's memory will be certain

modules that perform such functions as cockpit management, flight

planning, fuel management, and navigation functions. The programs

that compose these modules will have a different priority and will

compete for the single processor. During an actual simulation job

scheduling, job processing, memory management, and I/O services

will all play a very important part in the performance of the simula-

tion. As such managers need a general understanding of how each of

these functions perform their specific tasks. 1ore will be p ceentcd

on this in the software section of this chapter.
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The main problem observed while studying the workloa-d wLas

that little information was being gathered about the workload by

the system. The reason for this was that the system was oasic-

ally a "free good". Another reason was the lack of a sufficient

accounting package. Although the organization ha; ain iccowitin!

package, it is extremely limited. Table II resento tre parameter:

that the accounting package gathers data on. The accounting

package was written by a Digital Equipment Corp User's Grou

(DECUS), rather than Digital Equipment Corporation and as suco,

documentation w-s extremely limited. Additionally, the accounting

package was not being used. To study the impact of the workload or.

the computer system, the system manager uses several sources iro-

vided and maintained by the computer system. There sour ces will

be presented nnd discussed later in this chapter.

SEAFAC Computer 1radware

The computer system used by SEAFAC is Digital Equipment Cor-

poration's VAX 11/780. The VAX 11/70 is a high perfcriance multi-

programming computer system. The system combines a 32-bit

architecture, efficient memory management, and a virtual memory

operating system to provide essentially unlimited program address

space. The size of the VAX computer located at SEAFAC is rela-

It tively large. Their computer has four Meg of memory. This

memory consists of arrays of 1OS IL0 integrated circuits with a

cycle time of 600 nanoseconds. Disk storage for the orjanizntion

is provided by four 403 disk drives. The PJ403 is a high speed,

medium capacity disk drive. Its peak capacity is 67 mb with a
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TA-BLE !I

Inforation Gathered by Accountinj System

Listing of 1Yile Account Data Totals for K.le: Aiccount Data

User Name User 1.'ame

Type Login - Count

Start Time Connect - Time

Elapscd Seconds CPE - Seconds

Page Faults Buf 1/0

Buf 1/0 DIR I/0

DIR 1/0 Vol - Mounts

Vol Mounts Print - Jobs

Job - Namne Print pages

Page Count Total Lojins

QI/O's Total Connect ie

Total CPU Seconds:

Total Print Jobs:

Total Pages Printed:

Total Records Read:

Login Failure Count:



peak transfer rate of 1200 kb/sec. The avurae seek tiie i:; -)0

and average rotational latency is 8.5 ms. 'The system suporto

multiprogramming applications that require high perfoi,.:,,nce o:.

providing:

- event driven priority scheduling

- rapid process context switching

- minimum system service call overhead

- process access mode memoi7y protection

- memory manwrcment control

The system schedules processes fbr execution based on the occurrence

of events such as I/0 completion rather than time quantum expira-

tion. In addition, the computer system has 25 VT-00 terminals

connected to it.

The VAX 11/780 central processing unit performs the logic

arithmetic operations requested by the computer system user.

The processor is a high-performance, microprogrammed computer

that executes a large set of variable length instructions in

native mode, and nonpriviledged PDP-11 instruction in capata-

bility mode. The CPU uses 32-bit virtual addresses, allowing

access to over four gigabytes (4Gb, 232) of virtual address space.

These addresses are called virtual because each address is not

necessarily the actual address in physical memory. The proce0-

or's memory management hardware translates virtual addresses to

physical addresses.

The processor provides sixteen 32-bit registers that can be

used for temporary storage, as accumulators, index registers,
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and base registers. Four of these registers have zpecia.

significance. They are the Program Counter and three registers

that are used to provide an extensive CALL facility.

The native instruction set is highly versatile and bit-effi-

cient. It includes integer, packed decimal, character string, bit

field, and floating point instructions, as well as program

control and special instructions. The VAX 11/780 processor

includes an 8K byte cache, integral memory management, 32 inter-

rupt priority levels, an intelligent console, a pro6granmable

real-time clock, and a time-of-day and date-clock. (Ref. 21: A-i)

The peripheral systems supported by the VAX. 11/780 are of

four types.

- Mass storage peripherals such as disk and

magnetic tapes

- Unit record peripherals such as line printers

and card readers

- Terminals and terminal line interfaces

- Interprocessor communication links

All peripheral device control/status registers (CSR's) are

assigned addresses in physical I/O space. No special processor

instructions are needed for I/O control. In addition, all device

interrupt lines are associated with locations that identify each

device's interrupt service routine. When the proccssor is

interrupted on function request completion, it immediately starts

executing the appropriate interrupt service routine. There is no
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need to poll devices to determine which device needs service.

Devices use either one of two types of data transfer tech-

niques; direct memory access or programmed interrupt request.

The mass storage disk and magnetic tape devices and the inter-

processor communications line are capable of direct memory

access (DMA) data transfers. The DMA devices are also called

non-processor request (NPR) devices because they can transfer

large blocks of data to or from memory without processor inter-

vention until the entire block is transferred.

The unit record peripherals and terminal interfaces are

called program interrupt request devices. These devices trans-

fer one or two bytes at a time to or from assigned locations in

physical address space. Software then transfers the data to or

from a buffer in physical memory. (Ref. 21: 5-1)

The VAX computer presently has two channels to disk ani all

I/0 requests are generated by a Queue I/O (Q10) Request system

service. If a program calls the record management system (iUKS)

procedures, -IS calls the Q10 system service on the program's

behalf. Que I/O Request processing is extremely rapid because

the system can:

- optimize device unit use by minimizing the code

that must be executed to initiate renuests and

post request completion.

- optimize disk controller use by overlapPing

seeks with the I/0 transfers.
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The processor's m:uy interrupt priority levels, incre!Lse interruit

response because they enable the software to have the minimum

amount of code executing at high levels by using low 1priority

levels for code handling request verification and completion noti-

fication. (Ref. 22: 10) Input/Output operations under VAX/12.;

are designed to be as device and function-independent as p ),ssiblc,.

User processes issue I/O requests to software channels which fo=n

paths of communication with a particular device. Each ,roc ;s

can establish its own correspondence between physical devices and

channels. I/O requests are queued when they are issued and

processed according to the relative priority of the process that

issued them. I/0 requests can be handled indirectly by the VAX

Record Management Service (Pm4S) or they can interface direct!,, to

the VAX/VHS I/O system. For more information on VAX RPL3US and VAX

I/O, refer to Volume 7 and Volume 4 of the DEC reference maiuals.

In addition, device drivers take advantage of the processor's

ability to overlap execution with I/O by enabling processes to

execute between the initiation of a request and its completion.

User processes can queue requests to a driver at any time and

4 ithe driver immediately initiates the next request in the queue

upon receiving an I/O completion interrupt.

A VAX/V'0S driver performs the following functions:

- Defines the peripheral device for the rest of the

VAX/V.IS operating system.

- Defines the driver for the operating system
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procedure that maps and loads the driver and its

device data base into system virtual memozy.

- Initializes the device (and/or its controller) at

startup time and after a power failure.

- Translatcs software requests for I/0 operations

into device-specific commands.

- Activates the device.

- Responds to hardware interrupts generated by the

device.

- Reports device errors.

- Returns data and status from the device to software.

Device drivers work in conjunction with the VAX/ ' 13perating

system. The operating system performs all I/0 processing that is

unaffected by the particular specifications of the target device

(i.e. device independent processing). When details of an i/0

operation need to be translated into terms recognizable by a

specific type of device, the operating system transfers control

to a device driver (i.e. device dependent processing). Since

different peripheral devices expect different commands and setups,

. each type of device on a VAX/VMS requires its own supporting

driver. The VAX/VI.,S operating system contains device drivers for

-A a number of standard DIGITAL-supported devices. 'iese include

. both Massbus and Unibus devices. In addition, the user can

write additional drivers for non-standard Unibus devices.

(Ref. 21: 6-18)
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In comparing the workload requirements aginrt the computer

capability, it was obvious that there were no problems. This

was indeed fortunate because the kinds and types of information

needed to make this comparison was not and could not be gatherea

by the organization.

While looking for other problems, several were identified.

The first problem is that the organization presently has four

RM03 disks and two I/0 controllers/channels and no way of measur-

ing traffic to and from the disk; therefore, balancinig the disk

and making decisions suoh as whether to put all system files on one

pack or two will be extremely difficult, if not impossible.

Another problem which relates to the comparison problem presented

above is the organization's inability to gather and present long

term measurement information. An exnrlle of this uoin:, hours of

processing time for a particular month.

SEAFAC Computer Software

This section discusses the operating system of the VAX 11/790.

The VAX 11/780 has a virtual memory opera ting sysotem. VAX/V72.,

as it is called, is a multiuser, multifunction virtual momo:-y

operating system that supports multiple languages, an easy toA
use interactive interface, and program development tool. The

VAX/VDS operating system is designed for many applications,

including scientific/real-time, computational, d :-ita pro-c s:ing,

transaction processing, and batch. The operating sy:,tem performs

process-oriented paging which allows execution of programs that
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may be larger than the physical memory allocated o them. 1'-ir,,.

is automatically handled by the system, freeing the user fro,

any need to structure the program. In the VAX/VWS operating

system, a process pages only against itself - thus individual

processes cannot signi ficantly degrade the performance of other

processes. VAX/VMS schedules CPU time and memory residency on r

preemptive priority basis. Thus, real-time processes do not have

to compete with lower priority processes for scheduling servi:es.

Scheduling rotates among process of the same priority. The

VAX/VMS operating system provides a file and record management

facility that allows the user to create, access, and maintain data

files and records within the files with full protection. This is

accomplished by a user authorization file. A user authorization

file entry describes the characteristics of a process that is

associated with the user for whom the process is created. Addi-

tional information in a user authorization file entiry includes:

- User name, password, and account name.

- Priviledged system functions to which the uscr

is allowed access.

- Limits and quotas for the system resources that

can be used.

- Priority of the process created for the user

at login.

- Default command interpreter.

- Default disk device and directions. (Ref. 20: j-I)
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The system manager maintains a user authorization file that con-

tains an entry for each user allowed access to the system. Y.,r

more information on UAF refer to Chapter 2 of the System Plana-

ger Guide.

In addition, VAX/VMS provides a program development capa-

bility that includes editors, language processors,

symbolic debugger, and on-line error logging of CPU errors, memory

errors, periph, ral errors, and software failures. The virtual

memory operating system enables the progr-unmer to write large

programs that can execute in both small and large memory configurri-

tions w.. t requiring the programmer to define overlaps or

later modify the program to take advantage of additionn] memoTry.

These are some of the general capabilities of VAX/VMS version 2.1.

(Ref. 21: 2-1, 2-2)

The VAX does not have a "job scheduler" per se; rather, job:

are broken into processes. A process is the schedulable entity

capable of performing computations in parallel with other processes.

It consists of an address space and an execution state that define

the context in which a program image executes. An executinC

program is associated with at least one process, but it can be

associated with several processes. Each process has a base

priority assigned to it when it is created. The priority of a

real-time process remains unaltered by the system during the

process's execution; however, a normal process is subject to having

the scheduler alter its priority during the course of its execution.
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The scheduler uses a modified pre-emptive priority algorithm for

normal process's recent execution history. Each process has a

current priority in addition to its base priority. The scheduler

dynamically changes the current priority as the process executes;

however, the current priority is never less than the base priority.

Scheduling according to strict priority for real-time processes

anid using a modified priority for other processes allows the

scheduler to achieve maximum overlap of computer and I/O -.v.Li v-

ities while still remaining responsive to high-priority real-time

requests. The scheduler uses priority increments to modify the

priority of a normal process. Each system event has an assigned

priority increment that is a characteristic of the source of

the event. If the event causes a state change to an executable

state for the process, the scheduler adds the increment to the

base priority. The only restriction is that a process's current

priority never decreased to a value below its base priority or

increased above a priority of fifteen, and a real-time process'

priority is never modified. (Ref. 22: 373-375)

The VAX/VHS scheduler performs normal and real-time process

scheduling based upon the priority of the executable process in the

balance set. A normal process is also referred to as a time

shared or background process while a real-time process is referred

to as time-critical.

4 VAX/VMS defines thirty two distinct levels of software

priority for the purpose of scheduling. Priorities range
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numerically from 0-31, where 31 represents the highest sofL'w:,:re

priority. The operating system allocates priorities 0-15 to ',e

scheduling of normal processes whi]e priorities 16-31 are dedicated

to the scheduling of time-critical processes. Time-critical pro-

cesses are scheduled strictly by priority; when a hi iher priorit

process is ready to execute, it preempts the procezs currently

running. Normal processes, on the other hand, are scheduled using '

a modified preemtive algorithm to achieve maximum overlap )f

computation and I/O activities.

Time critical processes take precedence over backgrouid nro-

cesses in the queue for execution since they are of higher Priori-y.

The VAX/ViIS scheduler performs process scheduling fumctions bas;c

upon the following variables:

1- The process priority.

2- The occurrence of system events and resulting

process state transitions.

3- The expiration of in-memory time allowed to a

non-time critical process, i.e. quantum over fmord,.

System events are occurrences that cause the status of one or

more processes in the system to change. The scheduler reflects the

change by removing the process control block from one state queue

and queuing it in the current state queue. An execution process can

cause a system event by putting itself in a wait state, or it can

cause a system event for another process. In addition, syctom

components like the swapper and the timer can cause system events.
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Regardless of the source, all sy:item events are rcoftcj to tI,,

scheduler. (lef. 22: 143-1/4)

The memory management technique utilized by the VAX rrw.-

ing system is known as virtual memory. Virtual mmoo71 refer-, to

the concept that a proLrnln's location in main mcmou7 is trans;-

parent to the process. Additional features of the VAX-il virtural

memory scheme are:

1- Only a portion of the program (those pages which

are beinE activel.7 referenced) need reside in main

memory during execution.

2- Progrwas (processes) are allowed to excecd the

ma;imiun am-ount of main memory available.

The memory management scheme maintains a data base cal i-'(d

tables describing the status of all phy-ical pages r; :.r,: soc

the status .n,] location of all virtual pages of all pr,)..c..e- in

the system. Thc function of memory management is to MEaL) virtu alc,"

into physical address space, to control the paging of the worlTing, sCe

of pages in active use by the process, and to provide ner-)rcess nc.

inter-process memoryr protection. To help provide required n::aiing;

and protection; virtual address space is divided into 512 byte sec-

tions called pages. The page is the basic unit of relocation nd )i -

tection. Nemory management utilizes page tables ,Ls the d&t5i I,,-ra ,

contain the status -nd location of virtual pages of processes.

Each individual page of a process has associated with it, -n enLt- -

in an appropriate page table to describe that page. (Ref. 22: 125)
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The VAX/VMS device driver is a set of tables and routines

that control I/O operations on a peripheral device attached t, a

VAX-11 system. A driver performns the following functions;

- Defines the peripheral device for the rest of the VAX!E2 -

operating system.

- Defines the driver for the operating system procedure tnla,

maps and loads the driver and its device data base into

system virtual memory.

- Initializes the device (and/or its controller) at cyste>,

startup time and after a power failure.

- Translates software requests for I/O operations into

device-specific commands.

- Activates the device.

- Responds to hardware interrupts generated by the device.

- Reports device errors.

- Return data and status from the device to user software.

Device drivers w¢ork in conjunction with the VAX/VTIMS operating

system. The operating system performs all I/O processing that

is unaffected by the particular specifications of the target

device (i.e. device-independent) processing. When details of an

I/0 operation need to be translated into terns recognizable by a

specific tyjr of device, the operating system transfera conbrol

to a device driver (i.e. device dependent processing). ' 3inee

different peripheral devices expect different commands and L~etupo,

each type of device on a VAX/VMS requires its own supp orting
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driver. A device driver contain2 a set of !;ubroutines: th- tir.,

operating system calls to perfon device-dependent pruce:sir o.1

an I/O request. 'he subroutines of a VA /V!S driver perfori the

following functions:

Initialization: At the time that the driver is loaded ,r

after a power failure, initialize a divioe

or controller by setting hardw L cgregit r '

and initializing fields in t"ie I/O (jat- brsc.

I/0 Setup: Prepare an I/0 request for , devicc- f(,r

formatting data, allocating system buffers,

locking pa4-res in memory, etc.

I/O Startup: Set up device registers and thc 1/0 dLtr.

base to start a device.

Interrupt Handling: Respond to hardware interrupts, rccK, arsi

reset device registers; return status.

Error Recovery: Set up device registers for retry of an 1/o

operation; apply Error Correction Cede (ux])

to disk data; return error status.

Error Logging: Write the contents of device registcr ,mo

other data into an error buffer.

Cancel I/O Set up device registers to terminate I/0

activity.

Device drivers need not contain all the subroutine typos I itcd

above. EVery driver must include subroutines to handle I/o

startup and interrupts. Figure 9 illustrates operating system

interaction with I/0 driver subrouItines. (Pef. 22: 215-217)
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The hardware and software components of the VAX 11/790

provide the performance, reliability, and prograrming f,'aturc(-

often found only in much larger systems. The VAX 11/7 G0 is a highly

reliable system that is both flexible and extendable. In aidition,

the VAX 11/780 has some useful utilities and services that Pro-

vice performance type information. These are:

- Display Utility

- Accounting.Dat File

- Operator's Log File

- Error Logger

- $Get Chan

- $ GE DEV

- INIO

- Show Status

Show Process

- Show System

The display utility is perhaps the most useful of these services.

The type of information collected is:

- File system statistics

- I/0 system activity

- Use of processor modes

- Page management statistics

- Nonpajed pool statistics

- Activity in the scheduler state queucs

- Principal users of CPU time

- oystem process activity
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P~ach time the sys tem is booted, it starts accumu k;ti -',,; : 1,L

of performance measurement statistics. The Display Utiiity

Prograum provides a dynamic display of system performance ...... -

ment statistics on a VT-100 or VTi-52 video display tenrinal.

By typing appropriate digital control language conranvis, z:yt:.n

users can obtain information about system activity. For more

information on the Display Utility refer to the Cystemn' crs'

Guide.

Another useful tool is the accounting.dat file. The VAix/-,KS

system creates and maintains, by itself, records on the use of

system resources for accounting purposes. These records are kept

in an accounting log file. The system updates the accounting lo,,

file when one of the following conditions is met:

- An interactive process terminates

- A batch process terminates

- A subprocess or a. detached process terminates

- A printing job is completed

- A login failure occurs

- A user sends a message to the accounting log file

by use of the Send Message to Accounting Hanagcr

system service.

By using the detailed acounting log records provided by the syste-,

the system manager or s system programmer can estabiih pr .......

for reporting on the use of system resources. DI ,C does not provide

an accountinC package, it is up to the individual users to write

and maintain their own. 'Mne accounting package in use at S3EAFAC
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was obtained through DECUS. The system service manual provitcs

more detail on the accounting.dat file.

The operator's log file is yet another useful tool for obtain-

ing computer performance information. The operator's log file is

a system management teel that is useful in anticipating ancl

preventing failures of both the hardware and the software. By

regularly examining it, the manager can often detest tendencies

or trends toward failures. This allows the system manager to takc

corrective action before such failure can occur.

The error logger is a job that runs continuously to lo, crrors

detected by both hardware and software. The errors include:

- Device errors

- interrupt timeouts

- Interrupts received from nonexistant devices

- Memory, translation buffer, and check parity errors

- Datapath errors

The error logger writes all messages it receives into an error

log file, noting vital system statistics at the time of the

messag e. The error logger also notes benign events when they occur,

such as when volumes are mounted and dismounted and provides

periodic time stamps indicating that no entries have occurred for

a specified period of time. The error logger can accep t mesages

from system operators at any time and from any prog,-unm; priviledgel

to send messages to the error logger. This system also includes

a utility called the error report generating utility progrun

(SYE) that converts the information in the error log file into a
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text file thaL cati be printed for Later sLudy.

Fbr more information refer to the Systems Service H. tuf'I.

In addition to these sources, the VAX 11/760 alco has

several commands which the system manager can use when he wain;,

specific information. These commands are show status, show

process, show system, and get I/0 channel info ($GE.'T CHT) and

get I/0 device info ($GCT DEV). The show status command ds:; ys

the following information:

- urrent time and date

- Elapsed CPU time used by the currtnt process

- Number of page faults

- Open file count

- Buffered I/O count

- Direct I/0 count

- Current working set size

- Current amount of physical memory occupied

The show process command displays information about the current

process. This command displays the following informa-ion about

the current process:

- Date and time the show process command is issued

- Device name of the current SYS $ Input device

- User name

- Process identification number

- Process name

- User identification code (UIC)
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- Base execution priority

- Default device

- Default directory

- Devices allocated to the process and volumes

mounted, if any

The show system command displays a list of processes in the

system and information about the status of each. The respon:-e

displays:

- Process identification

- Process name

- User identification

- Process state

- Current priority

- Direct I/0 count*

- Elapsed CPU time*

- Number of page faults*

- Physical memory occupied*

- Process indicator

*This information is displayed only if the process is currentiy

in the balance set; if the process is not in the balance set,

those columns contain the message "swapped out".

The get channel command returns information about a device to

which an I/0 channel has been assigned. The I/0 device returnr

information about an I/0 device. 'This service allows a procoes Lo

obtain information about a device to which the process has not

assigned a channel.
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Although these sources provide useful information, there it;

some information that cannot be obtained by these sources. Table

III contains a list of items that cannot be obtained by the

above sources.

The purpose of the information part of the computer performance

evaluation management system is to provide the members of a GPE

team with a means to look for and identify computer performance

* problems. The information presented in this chapter shows the

kinds and types of detailed information that can be obtained about

a Data Center by using the guidelines and procedures of the inf or-

mation part of the CPE management system. This part of the system

explains factors about a Data Center that can cause performance

problems. It explains what to look for and how, and provides the

members of the OPE team to immediately start their Job ol2 menesurirg

and evaluating the performance of the computer system.
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TABLE III

Information Which Presently Cannot Be Obtained

Peripheral Allocation Times - Begin and end times peripherals are
allocated to a job.

Peripheral Busy Time/lile - Total time spent in actual data
transfer plus access time or a

device, by file, for the job.

Channel Busy Time/ile - Busy time for each channel, by
file, for the job.

Processor Time - Time spent in execution of operat-

ing system, instructions in sup-
port of a job, by processor.

Processor Support Time - Time spent in executior of operat-
ing system instiuctions in support
of a job, by processor.

Memory Requested - Amount of memory requested by a

job.

Memory Used - Amount of memory used by a join.

Device Busy Time - Total busy time for each device in
specified time intervals (e.C. 10
min., 1 hr., etc.)

Device Storage Available - Amount of unused storage available
for each device in specified time
intervals (e.g. 10 min., 1 hr.,
etc.)

Processor Time Application - Total processor time spent in di-
rect execution of job instructions
in specified time in~ei-als (C.C.1T1 10 nin., 1 hr., etc.)

Processor Time Support - Total processor time spent in

execution of operating system in-
stiniction; in specified time inter-

vals (e.g. 10 min., 1 hr.)
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TABLE III (continued)

Processor Time Support/Job - Total processor time spent in exe-
cution of operatinfg system Jristruc-
tions in support of a speciiicd
job; in specified time interv;<,

(e.g. 10 min., 1 hr., etc.)

Processor Idle Time - Total processor idle time in speci-
fied time intervals (e.g. 10 rin.,
1 hr., etc.)

Memory Available - Total memory available in the sys-
tem for non-operating jobs.

Average Memory Used - Average memory used by all non-
operating system jobs in specified
time intervals (e.g. 10 min., 1
hr., etc.)

Average Memorj Used by O-S Average memory used by the operat-

ing system in specified time
intervals (e.g. 10 mln., 1 hr.,

etc.)I
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V. fecommendat ion,,

The recommendations presented in this section relate solely

to the SEAFAC organization and pertain to the implementation of the

computer performance evaluation management system developed by this

investigation.

The primary recommendation presented to the system manager of

SEAFAC was to implement the CPE management system and perform a

full analysis of the organization (i.e. evaluate the organizttiori,

workload, and computer system hardware/software). Unfortunatel:y,

the system manager was unable to comply with this reco-mmendation;

the major drawback being the people needed to staff the Z tean.

The system manager believes that the people within the organiz :tion,

who could take on these responsibilities are presently working At

their. maximum and adding additional responsibilities on them wsuld

tend to divide their attentions and possibly result in delays to the

present project. The next recommendation presented to the system

manager of SEAFAC was to implement the CPE management system and

conduct a partial analysis of the organizat-on (i.e. focus on either

the organization, the workload, or computer system hardware/softw:re).

This is the recommendation the system manager of SI/LFAC complied

with.

To conduct a partial analysis requires at least one person to be on

the CPE team. For SEAFAC, this person will be the systems rLouna-er.

Since the system manager has other duties and responsibilities, the

time and effort he can spend perfo ning the nnalysis will be limited.
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Therefore, the system manager mu:-t review performance inrormation

that requires little time and effort.

The system manager of SEAFAC is fortunate for several reajons.

First and foremost is that the organization is presently not

experiencinp any performance problems. Secondly, the comnputer

system is presently more than capable of processing the exisitinG

workload and lastly, the computer system has many excellent

utilities that provide computer performance information.

The system manager of SEAFAC will be conducting a partial

analysis of the computer system hardware/software. Following is a

list of recomnendations that will assist the system manager when

conducting the analysis; some of which have already been acco:-

plished. Although these recommendations may seem trivial, one

must remember they are being directed at one person w:ho must nerfo,;i

this task with limited time and effort.

1. Establish procedures whereby the information from the

existing; accounting package is gathered and reviewed on a

monthly basis.

2. Attempt to get developed a more extensive accounting

package better suited to SEAFAC needs. Some of the infor-

mation to be gathered would be that presented in Table IV.

An excellent --ource for this development would be AFIT with

a follow-up to this thesis.

3. Contact other VAX users and ask what performance measures

or tools they use to evaluate their system and ask how
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they were obtaincd. This cnn Le extre6.,v helpful -

ficial since some system managers may have discoverot other

tools or tecliques for measuring the performa.nce ," the

VAX 11/780.

4. Review more closely the information from the DigiLtal . :-

ment Corporation User's Group (D;CUS) meetings. 1._ay rrob-

lems and topics are discussed at these meetings and the prc-

ceedings are forwarded to all members. Gettin; in contact

with a person who presented a topic of interest is very

important since documentabion -n tcpics prc:enLed at thcsc

meetings is either extremely limited or ncn-cyistarnt.

5. Establish procedures whereby the operator.- loj file is

printed on a daily basis and review this file. Thi., is ucc-

ful in anticipating and preventing failure of hard.,,sre -!nd

software.

6. Review the i/0 rates, page faults, users and ton aser:-

parameters of the display utility durinC peak pwcrki.C ericeids

of the dy. This allows the system manager to stu,ly the

impact of the workload on the cemputer system.

7. Depending on particular interest, review the SI0W ...... i

I SYST 9, and SHOW PROCESS ccmriands. The informtion urovided

by these commands has previously been discussed.
--

B. Ilake computer performance - key issue ,nd solicit the heol , o

subordinates to identify problems.
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9). Ask the vendor if there are o ~1er wciys of' obt-dnjn rimu

performnance information from the computer -.y-tcm .hi oih may br.

unpublishied.

10. Establisjh a compyuter performance eva*luiatio.-n teri zand conic"ct

a full aay~ft s ,, -oon as workload roi..rcmc(nt:; Drit
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VI. CONCLUSION

The objective of developing a computer performance evalu;ttion

management system was achieved by this thesis investigation. This

system can be used by managers of data centers or installations to

identify performance problems, provide information on computer per-

formance, and to assist them in making long term plans for computer

resources. This system also includes guidelines on how to establih

a CPE team and samples of computer performance reports that the CF-k1

team can generate. This system also contains factors about a data

center that can cause performance problems, as well as methods for

identifying them. This system was developed to provide data center

managers with a means of measuring and evaluating the performance c'

their computer systems. The computer performance evaluation m:anae-

ment system developed by this thesis provides this means and can be

used at any data center or computer installation. 'fhe =major uLraw-

back to this system is the people needed to staff the CiE team.

Many data center managers, because of work requirements, will nut

want to assign CPE responsibilities to individuals within their

organization. This is even more true if their organiation has not

experienced any computer performance problems. These organizations

usually have computer performance measurement low on Their list of

priorities and it takes a higher priority, only when problems occur.

Computer Performance Measuxement and Evaluation is definiteiy

not an easy task. It requires a lot of kiowledge, thought, and
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hard work to plan and conduct such a progr~un. As oystems becomo

more complex and more corporations and businesses depend on compu-

ters for support, the importance of performance measurement

increases drastically. The result of this is that system mana.Cers

and installation managers will be faced with more difficult ni

demanding questions concerning computer system performance. To

answer these questions, the system manager or installation manager

will need information that can only be provided by a system that

continuously gathers and presents computer performance information.

Although this thesis explains how to start and continue a

performance effort, it should not be looked upon as being

dormant. It should be viewed as a dynamic system; a system that

can be added onto and changed as new techniques and tools in compu-

ter performance measurement are developed.

Computer performance measurement is and will continue to be

an important asset of any computer installation. It should not

be viewed as something that will only be accomplished when problems

occur. Instead, computer performance measurement and evaluation

should begin the moment the computer system first becomes opera-

tional for the organization and continue throughout the life of the

system.
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APPENDIX A

Identifying Problems With the Organization

Appendix A contains a list of questions that should assist the

analyst identify these kinds of problems.

1. Is the organization properly manned to fulfill its mission?

2. Are managers attentive to problems identified by subordinates?

3. Does the organization have close contact with the users, and

is it concerned if pruducts are late?

4. Does the organization have a training program in effect to

educate newly assigned personnel of the organization mission?

5. Does the organization measure performance and how?

6. floes the organization have standard procedures for solving

problems or are they haphazard?

7. What sort of procedures do managers use to insure them that all

work was finished and no problems occurred?

8. What governs the operationa.l hours of the computer system,

workload or manning?

9. Is the organization structured properly to fulfill its

mission?. (e.g. does it have too many operators and not

enough programmers or vice versa)

*110. What is the general feeling by operators and programmers

toward the computer system? (Do they treat it as a free ,good.

or are they concened with performance?)
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APPY-NDIX B

Understanding the Organization

Appendix B contains a list of questions that can be used by the

analyst or system manager when developing an understanding of the

organization.

1.* Determine situations or circumstances that provoked the CPE

effort.

2. Determine the number of personnel the organization has to

include number of programmers, operators, system analyst and

maintenance technicians as well as the different levels of

management.

4. Obtain information on how it provides service to the customers.

5. Determine what computer system the organization uses.

6. Obtain information on the hours worked by programmers, operators,

system analyst, and maintenance technicians.

7. Obtain information on the number of shifts and personnel

requirements for each shift.

8. Determine the organization's operational hours or hours the

organization is open for business.

9. Obtain information on manag~ement directives, operational.1 procedures, policieLu, etc., used to govern the organization.

10. Obtain information on policies and procedures used to govein

computer usage.

11. Determine the structure of the organization.



12. Determine the organization's operational obictive;.

13. Determine the computer center's position with respect to the

organization that it serves.

14. Obtain information on the hours per day and week the comj~uLer

system is operational.

15. Determine if the computer cen~ter is run under a closed or

open job or if theirs is a miixture.

16. Determine when and if the computer system is shut down and

for what purposes.

17. Determine if the organization uses priorities or schedules in

processing and why.[18. Obtain information on critical jobs; such as payrolls the

computer center may process.

19. Conduct discussions with operators, programmers, system

analyst, and. maintenance technicians to ascertain information

about performance problems they may have encountered.

20. Deternine what kin~ds of jobs the computer center processes

* and how these jobs are entered into the computer system.

21. Conduct discussions with the installation manager and determine

the kinds of information he needs to make computer performance

decisions.

22. Determine how and when he would like this information presented.

23. Determine if the organization is involved in any measurement

or evaluation activities such as gathering accounting data

or using hardware/software monitors.
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24. If so, determine the information provided and when and how this

information is presented to management.

25. Constantly look for policies, procedures, directives, etc.

either carried out or required by the organization that could

cause poor performance. (Ref. 1: 11
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APPENDIX C

Identifying~ Rrobleins With the Workload

Appendix C contains a list of questions that should assist the 1
analyst identify problems with the workload.

1. Does the computer sit idle when jobs could be procezsing?

2. Does the organization need to establish another shift or hire

more people to insure all processing gets finished?

3. Do schedules need to be changed to distribute processing

requirements evenly?

4. Are the users running only jobs they need or are they running

nice-to-have jobs, which require extra processing?

5. Do priorities need to be changed to allow for a more evenly

processing time for all jobs?

6. Do procedures need to be changed that govern entering jobs into

the system? (i.e. wait until you have at least ten jobs before

you enter them, or enter a job whenever it arrives)

7. Does equipment in the computer room neel relocating in order to

provide a more efficient working environment? (i.e. operators

require little time to find and load disk pack and tapes)

8. Do closer controls need to be established to show when a job

arrives, completes processing and is returned to the customer?

(This prevents customers from complaining about slow turnaround

since you can tell them exactly when their job was returned)

9.Are all online users aware of the organizations' operational
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hours and are they kept informed of all changes?

10. Dlo procedures need to be changed that govern customers pinking

up their products? (i.e. every morning or as soon as they are

finished)
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APPKNI)IX 1)

Understanding the Workload

Following is a list of questions that can bc used by the an:t

or system mazagcr when developing an understanding of the worklo-d.

1. Determine the kinds and types of jobs the installation ,:cesc::.

2. Determine the job classifications and statistical c-roupinflg; :)f

jobs that arc run on the computer system to inclule user i

and system jobs.

3. Determine the number of system and user jobs the computer

processes.

4. Obtain information on scheduling policies and determine wicn a.,

how jobs are scheduled.

5. Determine the approximate processing times of all sobs.

6. Determine the time the computer is dedicated to actual pro-

cessing.

7. Determine if the computer is capable of processing Al jc.bs or

if backlogs exist.

8. Determine if the backlog occurs regularly or sporadic.

9. Determine what specific projects, programs and personnel use

or request the services of the computer center.

A 10. Determine if priorities exist and how they are assigned.

11. Determine if the computer ever sits idle.

12. Talk with operators and ascertain if they have experienced

any problems with the workload.

13. Obtain information on the largest and smallest user to include

approximate number of jobs submitted. by each.
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14. Determine the maximuma number of users.

15. Obtain general information on the jobs they process.

16. Determine if any deadlines or unusual processing is recuire,6

by any of these users.

17. Talk with users aid ascertain if they have exricien(;,wd ui:,

problems. with the computer, organization, or receivin ; rorduC5;

on time.

18. Determine how the majority of jobs enter the systom, e.n. ay

cards cr terminal.

19. If there is a mix, determine the percent@c of cach.

20. Determine if bottlenecks exist and obtain info-mation or: to

when and why.

21. Determine what time the computer is the busiesL and tne !ev--

busy.

22. Determine which jobs require hard copies and identify user

jobs that must be r-un twice to fulfill hard copy requirements.

23. Obtain information on any accounting data zhe mrazaticnr ny

gather.

24. Determine the nrocedures used to manage jobs that fail te

execute and must be rerun.

25. Look for areas of the workload that could cause poor computer

performance, such as one user scheduling all jobs to be run

every Monday. (Ref. 1: 12)
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APIK}NZ~ DX IE

Understanding the Hardware

Following is a list of questions that can be used by the analyst

or system manager when developink7 a basic understanding of th:

computer hardware. The reference manuals provided by the vendor

will provide more knowledge in these areas for those wihing a

more indepth understanding or those needing more knowledgre to solve

a particular problem.

1. Determine the make and model of computer system used by the

organization.

2. Determine the amount of memory, both actual and virtual that

the computer has.

3. Determine the multiprogramming level.

4. Find out how many processors the computer system has.

5. Find out the speed of the processors.

6. Determine the capacity of the storage devices.

7. Find out how many I/0 channels are connected to the terminal.

8. Determine the kinds of I/O that can be performed along with the

size of data than can be transferred.

9. Determine the speed and capacity of input and output devices

such as card readers and line printers.

- 10. Find out how many terminals can be and are hooked utp to the

computer system. (Ref. 1" 13)
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APPENDIX F

Identifying Problems with Computer Hardware

Appendix F contains a list of questions that should assist the

analyst identify problems with the hardware.

1. Does the computer system have sufficient memory to handle Job

requirements?

2. Does the computer have sufficient storage space?

3. For organizations that require lots of printing, does the printer

have sufficient speed or is a faster printer required?

4. Does the computer have sufficient I/0 capability or is another

faster 1/0 controller or channel needed?

5. Is the hardware suited for the workload?

6. Does the organization need to invest in more equipment, for

example, a tape drive to be used to store files infrequently

used by the customers? (This will save disk space.)

7. Does the computer system frequently break down?

8. Do maintenance technicians arrive quickly when problems occur

or is there a delay?

9. Is the computer system housed in a controlled environment?

10. Does the organization have a backup capability in cases of

excessive computer downtime?
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APPENDIX G

Identifying Problems with O-S

Appendix G contains a list of questions that should assist the

analyst identify problems with software.

1. Does the memory manager allow more than one job in memory

at a time?

2. Is the operating system taylored for the workload, in other

words, do the majority of jobs require excessive CPU timc

but the operating system was developed for jobs requiring

lots of I/O?

3. Does the process scheduler select jobs on a first come, first

serve basis, or does it select them on a priorityl if it is

a priority, could this delay other jobs?

4. Are memory partitions static but memory requirements variable

resulting in waste of memory?

5. Does the computer system have virtual memory, and if so, are

there problems with page swapping?
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APPENDIX H

Understanding the Operating System

Appendix H contains a list of questions that can be used by the analyst

or system manager when developing an understanding of the operating

system.

1. Determine how the job scheduler and process scheduler work.

2. Determine how memory is allocated and deallocated.

3. Determine where a job goes when it first enters the systm.

4. Find out what queues a job can enter and determine the

requirements needed to leave these queues.

5. Determine how long a job is allowed to execute.

6. Find out where a job goes after execution.

7. Determine how the operating system handles I/O.

8. Determine how the operating system software allocates and

releases storage.

9. Determine how it controls input and output device3 and other

resources of the computer system.

10. Determine what parameters the user can adapt to their

environment.

11. Determine what version of operating system the organization

is using.
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APPRnDIX I

Program Manager's Responsibility

The project manager's ultimate responsiblity is twofold: to

the managers that receive the team's recommendations and to the

individual or group who will implement the team's recommendations.

For lack of a better term, these two groups will be referred to as

the "customer" in the following list.

1. Understanding the customer's problem and translating it to

the analyst staff and to management.

2. Knowing what is needed to "solve" the problem.

3. Knowing how a model or study can be used to fill the customer's

needs. 'This should be summarized in a written statement of

work.

4. Insuring that clear and consistent specification for a model

and/or operating plans for a study are produced.

5. Judging the appropriateness of the model or study plan for

the needs of the project.

6. Insuring that the planned approach to the model or study eff-rt

is logical and realizable.

7. Understanding the details of the technical approach.

8. Insuring that Anl essential tasks are included.

9. Insuring. that no unnecessary tasks are included.

10. Knowing the use to which the output from each task will be

put.
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11. Judging whether or not the ;approach selected for cach task ic'

the best way to achieve the output.

12. Knowing what resources are required for each task.

13. Thoroughly understanding the kinds of technicaL aud manage-

ment abilities that will be required in a project.

14. Determining what must be provided by all parties involved

(e.g. customer, contractors, other participants)

15. Insuring that commitments of all resources made to the ireJect

are hornore d.

16. Determine the quantity and pattern of managtment required

in a project.

17. Insuring that schcdules are met.

18. Periodically reviewing the adequacy of personnel skills,

quantity of persoinel, facilities, equipment, and informatio.

19. Following, established quality control procedurec and when

necessary, establishing additional project-related proced urcs.

20. Establishing measures to prevent malperformance.

21. Insuring that malperformance can be detected.

22. Exercising positive cost control.

23. Insuring that all ideas are explored and exploited.

24. Reporting project status (cost and technical performance)

* on schedile, each month.

25. Delivering fully documented project reports to the cluctovc'r.

26. 1Preparing -nd presenting oral project briefings to the customer.

27. Bringing problems to the attention of an appropriate, minger

once he has detenrrined that higher-level assist:nc is nccossarN.
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APP TNDIX J

Tools and Techniques For Use in Computer

Performance Evaluation

The following is a list of the main tools and techniques used

by computer performance analyst when measuring and evaluating

the performance of a computer system. Included in this list is a

description of each of these items and the advantages/disad-

vantages of each.

- Personal Inspection

- Accounting Systems

- Hardware Monitors

- Software Monitors

- Benchmark

- Models

Personal Inspection

Personal inspection can imply an uninspired glance at the

machine room. This sort of activity often leads to beliefs about

an installation based more on preconceived notions than on reality.

This "tool" usually is employed in an "analysis" involving occa-

sional glances at a machine room when the observer sees precisely

Awhat he expected to see (whether it is true or not, and often even

in the face of significant, contrary evidence). Since the

observer may only glance at the machine room for a few minute,

two or three times per day, his sample of the day's operation is

very incomplete. This type of performance analysis, although

common, is without redeeming social value and will not be consider-d
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further. Other types of personal inspection are more valuable for

performance anlysis. An example of another type of !,ercona

inspection follows.

Each time a piec of unit record equipment processes a

record, it emits a sound. The performance analyst can use this

sound to roughly estimate activity and judge the occurrence of

certain system-wide problems. For example, a multiprogrammred

system may be experiencing disk contention in attempLing to prin'.

spooled records. Quite often this problem manifests itself in

strongly synchronized printing from several printers on a iare

system. As the disk head moves from track to track, first one,

then another printer operates. When one printer completes cutput

for its job, the other printer(s) begins operating at a -:harply

increased rate.

Multiple, rapidly spinning tapes and extremely active disk

heads can, in some environments, indicate severe trouble. In other

environments (where loads should be causing this kind of behavior),

they may indicate a smooth running system. Unfortunately, most

installations fall somewhere between these two extremes, leaving

analysts and managers with an amorphous feeling of unease.

The clues from personal inspection can be valuable, but an

• experienced eye, accompanied with an equally experienced ear, is

often necessary to make sense from the raw environment. Fortu-

nately, other alternatives are available. (Ref. 2: 51,52)
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Accountinr Systems

Accounting systems aggregate computer usage by tazk, job, or

other unit of user-directed work. Although accounting data can be

deceptive, analysts can determine the actual data collection

methods used axid perform analysis based on a good understandin, of

potential errors. Accounting data also has some distinct advantages

for analysis. They are usually quite complete because they are

retained for historical purposes and changes in collection methods

are well documented so that users can examine them for correct-

ness. The data are collected about the system's work and organized

in precisely the correct way to facilitate workload control - by

requests for computer work (by job).

For most analysts, accounting data have the advantage of

immediate availability so analysts,can begin without delays for

acquisition of a tool; however, immediate data availability does

not necessarily imply immediate useability. Accounting systems are

commonly very extensive, so analysts are often overwhelmed with the

quantity of items collected and the number of incidents of each

item. All these data are usually placed in poorly formatted

records on a file along with irrevelant or redundant data. The

data conditioning problem may; therefore, be a major hurdle for

successful nnalysis. Infodequate documentation of the details of

data collection by manufacturers and inadequacies in the data

collection (leading to variability in addition to significant bias)

can confuse any analyst results unless the analyst is very care-

ful. (Ref. 2: 32)
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Hardware Monitors

A hardware monitor is normally a free-standing device which

obtains signals from a computer system under study through nigh-

impedence probes attached directly to the computer's circuitry.

The signals can usually be passed through logic patchboards to do

logical AND's, OR's, and so on, enabling the analyst to obtain

signals when certain arbitrary, complex relationships exist. The

signals are then fed to counters or timers. By the use of logic

circuits (i.e., AND or GATES), it is possible to determine whcn

specific hardware components are active, idle, or used concurrently.

For example, an analyst with a hardware monitor could determine

(1) the portion of CPU time spent performing supervisory functions

while only one channel/controller is active, or (2) the number of

times a channel becomes active during a certain period. Because

hardware monitors can sense nearly any binary signal (within reason)

they can be used with a variety of operating systems, and even with

machines built by different manufacturers. (Ref. 2: 32)

Almost all hardware monitors need the computational power of

a computer, at least to reduce the collected data. An advantage

of hardware monitors is that their interference with the computer

system is very minimal or none. Their disadvantage is that the

installation generally requires great expertise and a thorough

knowledge of the measured system and their users have to be crarc-

fully trained.

Some examples of hardware monitors are the Dynaprobe 7V'0u,
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8000, and Dyan-myte, all from COMIESS and the System 1000 from

Testdata. (Ref. 18: 11) Currently these are the only two vendors

in the field:

Comress Incorporated

Two Research Court

Rockville, Maryland 20850

Testdata Systems Corporation

7900 Westpark Drive

Mclean, Virginia 22101

Before hooking up probes; however, it is a good idea to

discuss the project with the engineers who maintain your hardware.

They are apt to be a little nervous about the monitoring process

because they are afraid it might cause problems with the hardware.

For the most part, these fears are unfounded. It does not hurt to

have the engineers on your side; however, since they can give

invaluable aid in locating probe points and suggestions on

additional ones.

Hardware monitors may be purchased within the range of 34,000

to $100,000. The average device likely to offer desirable capa-

bilities would cost about $35,000. It may be possible; however, to

rent the hardware monitor for a short term or a one-shot project.

(Ref. 17: VI-60)

Software Monitors

Software monitoring tools are defined as those consisting of

instructions which are added to a hardware-software system in

order to gather data related to its performance. This means that
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they can have access to the tables that operating systems maintain

and thereby collect data that are more familiar to the typic"l

performance analyst. Such a device can provide statistics on I/O

device utilization, main storage usage, I/O wait time, idle time,

and CPU time, etc. Usually the operating system must be altered in

some way to collect the statistics. The fact that these additional

instructions must be executed by the system being measured causes

interference with the system. A five percent overhead factor can

be anticipated; however, it can range as high as 2C/6 and occasion-

ally may be even worse. (Ref. 17: VI-60) The amount of inter-

ference produced depends on the frequency of the events to be

detected and on the operations performed by the tool at the occur-

rence of each event.

A software monitor can be implemented in different languaxies,

but for efficiency reasons and because of the need to reach the

hardware leve-s, software monitors are generally implemented in

a machine language. The main disadvantage of a software monitor

is that it can detect only less frequent events. Thus, hardware

toolsiiiy be used to verify the accuracy of certain software tools.

The main advantage of a software monitor is its ease of installation;

(i.e. no probes) however, experienced personnel are often needed

for this operation. Additionally, some training is also necessarj

for using them and for interpreting their outputs. (Ref. 2: 31)

Several types of software monitors are available. Boole and

Babbage have developed a problem program monitor (PPE - Problem

Program Monitor) and a configuration analyzer (CUE - Configuration
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Utilization Efficiency). (Ref. 13:11) '1liese pack-aies generally

cost about $10,000 - $15,000 for outright purchases. Lendinj;

vendors are:

Boole & Babbage, Inc.

850 SteVart Drive

Sunnyvale, California 94086

Comress Incorporated

Two Research Court

Rockville, Maryland 20850

Information Research Associates

2317 Longview Terrace

Austin, Texas 78705

Some vendors have their own hardware/software monitors. I3!,

for example has both a hardware and a software monitor. They are

not sold but are used in support of their marketing effort to sell

a new system or upgrade an existing configuration. Their personnel

will do the monitoring, analyze the output, and provide you with a

report. You are not allowed to become involved in reviewing che

data or evaluating results. While the zpproach requires little w.-r':

on your part and is provided free, there are no knowm ca:;e:. where

this technique has resulted in a recommendation to reduce hardware.

Other major computer manufacturers have software monitors for

cA internal use but it requires arm-twisting to get them. There are

also a number of software monitors of the homegro, variety float-

ing about, although these are not commercially available. The user

group of your manufacturer is a good source for this information.

Table IV is a comparison of hardware/software monitors. (Ref. 17:

vi 60-61)
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Comparison of Monitors

Hardware Monitors Software Monitors

Data Collection Nethod Either event or time driv- Time driven
cn at your option.

Hardware Dependentcy Almost None ,rieted to IE

560's and 570's

Overhead None Comen

Accuracy Accurate Some distortion due
to overhead.

Flexibility Good Limited. Can only ,,-r-
form functior:s includ-

ed within its program.

Ease of Use Poor Good

Cost $4,000 - 8100,000 ,300 - 20 ,000

Useful Life Unlimited Relatively shor;,
- ike any ..... "

Training Needed Extensive Slight

Advantages Able to measure over- Provides detail abcU;
all system activity, an individual anpli-
Easily modified to cation program.
change or revise per- Can concentrate on
formance evaluation one progrem in a
plan. Does not re- multiprogrrzing
quire software modi- system.
fications. Able to analyze ac-

tivity within the
operating system.

Disadvantages Is not able to pin- Doe; not have the
point problems in ability to measure
applications. i ts own overhead.
Difficult to focus Cannot detect

. on a particular problems relatea V
problem in multi- file orLt-anization.
progruming. Cannot vary tenting
Requires extensive testing pa -etors
experience to per- while the test is
form analysis. is being run. AMa-
Requires knowledge lysis output is li-
of and access to mited to that r;eci-
hardware internal fi ed by the vendor
operations. of the Toniior.

(Ref. 17: VI-M)
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Benchmark

Most analysis of computer system performance rely on either

benchmarks or probablistic models. Benchmarks, which may consi-t

of real programs, synthetic programs, or trace driven simulations

are most useful when il is necessary to determine system

behavior under a precisely specified workload. Benchmark results:

however, can be surprisingly sensitive to the nature of the workload

that the system is assumed to be processing and slight changes in

the workload definition may sometimes produce significant different

conclusions.

Table V illustrates the crux of the problem with a highl

simplified example. Suppose that an analyst is comparing "rounci

robin" (RR) with "first come, first served" (FCiS) scheduling

algorithms for a central processor. Arsume that the workload of

three jobs; Job A with a duration of seven seconds; Job B with a

duration of one second; and Job C with a duration of three semncs.

The first line of Table V gives the average response time for

the three jobs in the case where the order of arrival is "ABC" with

all jobs arriving at approximately the same time. Note that the

average response for I. FS is 18'/' higher than the average response

. time for RR with a quantum of two seconds. Thus, the benchmark

results in line one indicate a definite preference for RU. In the

second line of Table V, everything is the same except that the

order of arrival is reversed. In this case average response time

for RR is higher than average response time for FCS. The second

set of benchmarks results thus indicate a strong preference for
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JF}- even though this benchmark contains the sane set of job:s a.s

the first. As a point of interest, the third line of Table V

presents yet another arrival sequence in which the two scheduling'

algorithms produce exactly the same response time.

Table VI presents the completion times of individual jobs

and the average response time (completion time) of the entire

benchmark for each of the three workloads presented in Table V.

It is assumed that the quantum size in the round robiLn schouiinr

algorithm is two seconds.

Table V

Average Response Time

First Second Third FCFS RR (Q-2)

A B C 8 2/5 7 1/5

C B A 6 6 2/

B A C 62/5 6 2/,

Although the example in Table V is highly simplified, the

dangers which it illustrates are very real. In particular, bench-

mark evaluations require specification of the system workload in

complete detail. As a result, the analyst is often co'.ioelled to

make subtle but critical decisions in areas where his knowledge is

usually imprecise. Mhis, in turn leads to confusing situationc

where seemingly equivalent benchmark studies produce different

final conclusions.
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TABi i, VI

V

Tanbl A-i FC IH

Workload - ABC A 7 11

B 8 3
C 11 8

Average 8 2/3 7 1/5

Table A-2 FCFS RB

Workload - CBA C 3 6
B 4 3
A 11 11

Average 6 6 2/3

Table A-3 CFS RFCF RR

Workload - BAC B 1 1
A 8 11
C 11 8

Average 6 2/3 6 2/3 (Ref. 4: ?00-210)

Models

A model of a system is a representation of the system which

consists of a certain amount of organized information abcut it and

is built for the plarpose of studying it. In the field of computer

performance evaluation, there are basically two types of models;

analytic and simulation. (Ref. 4:20)

Analytic models are mathematical expressions of the relation

p - Sp(W) which is derived by analysis of the behavior of a systems

functional model. The class of problems that is solvable with

existing mathematical methods is very limited; many simplifying

assumptions must be made even for the least complicated systems.

Analytical models often focus on the problem of management of a

specific system resource such as:
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- CPU scheduling

- Scheduling of rotational I/O devic,..s

- Management of hierarchical memories

- Channel scheduling

- Buffer storage allocation

- File organization (Ref. 21: 34)

There are many kinds and types of models but basically they can be

grouped into three categories; structural, functional, and perform-

anc e.

Structural Models

A structural model describes individual systei; -omon.-nts

and their connections. Such a model provides a useful interface

between the real system and a more abstract one. Structural models

are most frequently represented by block diagrams. The level of

detail in a block diagram can easily be varied since individual

blocks can in turn be further laid down as self-contained block

diagrams. Block diagrams generally show the paths of dat:i. flow as

well as control flow but they do not specify the conditions govern-

ing this flow. Thus, block diagrams are suitable only for the first

general level description of the system under study. (Ref. 13: 31)

Functional Model

A functional model describes how the system operates. A

functional model defines the system such that the system can be

analyzed mathematically or studied empirically. Functional modelr

used in performance analysis can be divided into four groups:
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- Flowchart 1odels

- Finite-state Nodels

- Parallel Nets

- Queuing Model

Flowchart models are suitable for studying program efficiency

and execution time requirements. A flowchart model ic a directed

graph model where the nodes represent computational tasks P-nd the

arcs show the possible flow of control between tasks. Alternrmtively-,

the computational tasks may be viewed as being represented by th(.

arcs, the nodes then being the branch and junction points in the

modeled program or merely points separating different tasks. Given

the execution time of the individual tasks and the probability of

following the various individual arcs, the total execution time of

the modeled program can be derived by a sequence of elomentary

transformations. Flowchart models of system components and users'

programs can be used as building elements of a system model, tied

together by a mechanism that stimulates system resource allocation

and scheduling.

A finite-state model can be used for analysis of utilization

of computer system resources. It too, can be represented by a

directed graph; however, the nodes now represent the state of the

system. The arcs represent the transitions between states.

Parallel nets are modifications of petri nets. Parallel nets

are directed graphs made of two different types of nodes; transi-

tions and places. Places with arcs directed into a transition are
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the conditions that muo;t be satisfied concurrently if thic transi-

tion is to occur. They are well suited for describing concurrent

asynchronous operations that take place in a computer system.

(Ref. 13: 32)

A queuing model is defined by its sources, its service centers,

and their interconnections. The basic components of a queuing

model are servers, queues, and sources. Servers are g nerally used

to model the resources demanded by the jobs. The jobs are generated

by sources or exist in the vueuing model since its creation. -dach

server can only serve a limited maximum number of jobs at the sane

time. This is often called the number of channels of the server.

Those jobs which find the server busy must wait in a queue until

their tun comes. Each server has at least one queue, and the term

service center is often used to indicatc the complex consisting of a

server and its queues. In some cases, a service center contains

several servers, all of which process jobs from the same queue or

queues. A job generally requests the attention of a server for a

certain amount of time (called service time) and joins a service

center at an instant called the arrival time or the job at the

center. (Ref. 4: 178-179)

The simplest type of queuing model is the single-service

center (or single server) model depicted in Figure 10. The

service center consists of a single-channel server and of one queue

with unbounded capacity. When a job has been completely processed

by the server, it leaves the model. (Ref. 13: 35)
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The most popular computer performance indices (response Lime,

turnaround time, throughput rate, utilization factors) are usuaiily

easy to define; though not always easy to compute in a nueuing

model. Other easily definable indices are the waiting timis in the

queues and the queue lengths. Of course, component riented indices

such as utilization, waiting times, and queue lengths require, to

be defineable, that the corresponding component be explicitly

modeled in the network. (Ref. 4: 180-181)

Queuing models are further classified according to the sr.ivic

discipline which is a rule that determines how the requests are

processed. The simplest discipline is the first-come-first-

served (FCFCS) discipline where the requests are processed simpiy in

the order of their arrival. More elaborate service disciplines were

developed to increase system throughput and lower the total time a

task spends in the system (turnaround time or response time). he

round-robin (RR) discipline allocates one time quantun to a task at

the head of the queue. If a task requires additional time after

receiving its quantum, it is placed at the end of the queue. The

model of a round-robin discipline is shown in Figure 11.

. Queuing may occur for any system resource that cn De used by

several active jobs, but only one job at a time (CPU, channels,

I/0 controllcrs, disks and drums, memory blocks). A complete

system can be modeled as a network of interfacing queues. Most of

the queuing networks; however, are variations of the central server

model that handles queuing for several different I/0 processors.
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new tasks ________tas.-

processor queue -r

processor

("Ief. 13" .30/

Figure 10 Simplest Single-Server Model

tasks that need additional service time

new tasks

completed tasks
ppocesoor eeues

processor

(Ref. 13: 37)
Figure 11 Round-Robin Model
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Queuing models emphasize the flow of jobs throughj the zystem.

They also enable one to observe the state of the cystera and they

are the most widely used models in computer performance analysir.

(IRef. 13: 54-56)

120



Harry K. Bir!ch asborn on 29 November 1952 in 1nscvI~waflox,

Virginia. He gradua~ted from Chincotearue hfigh Sr:ho'M, Vrjrgini.u:,

in 1971 and attendled Lenoir Community Co1lcege- in 1Kinr tole, sr

Carolina whore tic r,-cci,.cd an Ass ciatc Deg-rc inAiai.

Mana.~erent and obtained a cornicrial ])l~ot license. Ilie on,rc(:

the ROTC program at E.ast Carolina University in Greenvil le, eh

Carolina where hr! receiverri a Bachelor of Science derein J: ;;c

of 1975 alon,- wth ,icommission in the USA]?. fie cnteri-(!,i:

Force on 1 Seipteinbcr 1976 -md the next three ycarc- wcre me

a Data Proce!;cinig installation 1'Ltnager at Nyrtlp e B',:ch B, e

Carolina. 1i ci o e the AFIT residen!: school in .iuen *

received the 1cr -1. Nistecr of Science in lnfcrv,:.t-on .';.2

in December 17,31.

Perrnanen'w A.13~r ox 162, iDleep Hl.e 1".'.3.

Uiiincotezngue, Virginia 3;

121



SECURITY CLASSIFICATION OF THIS PAGE (When Date Entered)

REPORT DOCUMENTATrION PAGE READ INSTRUCTIONS
1 REPO RT BEFORE COMPLETING FORM

REPORT NUMBER 2. GOVT ACCESSION NO. 3. RECIPIENT'S CATALOG NUMBER

AFIT CCS/]W81D-1 '1/ j "..

.TITLE (and Subtitle) e5. TYPE OF REPORT & PERIOD COVERED

A Management System for Computer Performance Thesis

Evaluation 6. PERFORMING ORG. REPORT NUMBER

7. AUTHOR(*) S. CONTRACT OR GRANT NUMBER(s)

Harry K. Birch, Captain

9. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT. PROJECT. TASK
AREA A WORK UNIT NUMBERS

Air Force Institute of TechnologyA
AFIT-EN Wright Patterson AFB, Ohio 45433

II. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE

Systems Engineering Avionics Facility December 1981
Aeronautical Systems Division, WPAFB, Ohio 45433 '3. NUMBER OF PAGES

121
14. MONITORING AGENCY NAME & ADDRESS(il different from Controlling Office) 1S. SECURITY CLASS. (of this report)

None

ISs. DECL ASSI FICATION/ DOWNGRADING
SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

Approved for public release; distribution unlimited.

17. DISTRIBUTION STATEMENT (of the abstract entered In Block 20, if different from Report)

1 5 APR 1,2
IS. SUPPLEMENTARY NOTES )

Approved for Public Release; IAW AFR 190-17 
1-,.. A. "Dean research .

re o r Go e.wLL. , USAF ProfesSional Develo ment

_____-_ _,__._.__fairs Air Force Institute of Tcchnology ( TC)
Wright-Patterson AFB, OH 45433

19. KEY WORDS (Continue on reverse side if necessary end identify by block number)

Computer Performanoe Evaluation Management Systemq Computer Performance

Evaluation Team, Performance Factors, Cpmputer Performance Evaluation

20. ABSTRACT (Continue on revers aide if necessary end Identify by block number)

As computers and computer systems became more complex, the difficulty of

measuring and evaluating the performances of these systems increases

drasticallye Many data center managers and computer system managers are

incapable of dealing with the complex issues of computer performance

DD AI 73 1473 EDITION OF I NOV 65 IS OBSOLETE

SECURITY CLASSIFICATION OF THIS PAGE (When Does Entered)



SECURITY CLASSIFICATION OF THIS PAGE(Whi.n Date Entered)

evaluation. To assist these managers deal with the complex ismes of oompu-

ter evaluation, a management system for computer performance evaluation va.s

developed. This system is composed of three parts; information, peoples

and reports..

The information part of this system is a set of factors about the data

center that can cause problems with computer performnce and methods to

identify these factors. This part also includes the data which can be

gathered by various CPB tools and techniques used to solve these problems.

The people part of this system are members of a special CPR team.

This team uses the information part of the system to identify problem and

recommend solutions to management. The qualifications needed by the members

is discussed along with administrative and reporting procedures.

The reports part of this system is the most meaningful part seen by the

manager. The reports generated by the CPR team provide the manager with

the means to measure and evaluate the performance of the oomputer system.

The timeliness and accuracy of the reports lies with the CPU team. Since

there are numerous reports that an be generated about a data center, only

the major ones are discussed along with their meaning and usefullness.

This system also includes backgxound information on computer

performance analysis, as well as explanations and definitions of many of

the tools and techniques used by CPZ analyst.

SS-D

~~~~SECUR ITY CLASSIFIC ATIOW OF 1- ,* PAGE('hen fll Ee. ned'



LMED


